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A B S T R A C T   

Machine learning contributes in improving the accuracy of melanoma detection. There are extensive studies in 
classic and deep learning-based approaches for melanoma detection in the literature. Still, they are not accurate 
or require high learning data. This paper proposes a hybrid mechanism for automated melanoma detection on 
dermoscopic images based on Discrete Cosine Transform features and metadata. It is composed of three steps. 
First, extra information/artifacts are deleted; the remaining pixels are standardized for accurate processing. 
Second, the reliability of the mechanism is improved by the Radon transform, extra data is removed using the 
Top-hat filter, and the detection rate is increased by Discrete Wavelet Transform and Discrete Cosine Transform. 
Then, the number of features is reduced by Locality Sensitive Discriminant Analysis. The third step divides the 
images into learning and test ones to create image-based models using learning data. Finally, the best model is 
selected based on test data and improved by a metadata-based model. Simulation results show that the decision 
tree provides the most practical image-based model by improving accuracy and sensitivity. Besides, the com-
parison results demonstrate that our model improves the F-Value to detect melanoma superior to other 
approaches.   

1. Introduction 

Cutaneous melanoma, commonly referred to as “melanoma,” stands 
as the most aggressive form of skin cancer, often leading to successive 
metastases and associated with a high mortality rate (Adegun and Viriri, 
2021; Khan et al., 2022; Magalhaes et al., 2021; Mirikharaji et al., 2023). 
Globally, the number of melanoma patients has surged rapidly, with 
more than 250,000 melanoma cases and 500,000 non-melanoma skin 
cancers reported in 2020 alone, as per the World Health Organization 
(Alheejawi et al., 2021; Wang et al., 2021). 

Melanoma typically presents as raised dark lesions, although some 
malignant tumors lack dark pigment and manifest as white, pink, or tan 
flat lesions (Huang et al., 2021). Additionally, features such as the 

existence and texture of structures complicate the distinction between 
cutaneous and benign lesions, making the process time-consuming 
(Thiyaneswaran et al., 2021; Wang et al., 2023). Timely intervention 
in the early stages of skin lesion development is crucial, preventing the 
spread of melanoma through blood and lymphatic vessels (Hou et al., 
2021). Thus, it is crucial to exploit various visual inspections for the 
early diagnosis of melanoma. Dermoscopy is a standard tool for early 
melanoma detection (Gareau et al., 2020; Wang et al., 2022). It mag-
nifies the skin images, evaluates the pigmented lesions, increases the 
clarity of abnormal structural features, and accurately observes the 
border of the lesions without the need for a biopsy (Daghrir et al., 2020). 
However, despite its utility, dermoscopy presents challenges, as experts 
often struggle to achieve acceptable performance in melanoma 
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detection on raw dermoscopic images (Patil and Bellary, 2020; Zhou 
et al., 2022). Machine learning-based image analysis approaches have 
proven effective in addressing these challenges, offering quick and ac-
curate detection of skin abnormalities on dermoscopic images (Pereira 
et al., 2022; Thiyaneswaran et al., 2021; Yousefi et al., 2020). 

Several automated approaches for melanoma detection exist in the 
literature, employing classic machine learning algorithms such as Sup-
port Vector Machine (SVM), Random Forest, K-Nearest Neighbor (K-NN) 
(Eman et al., 2023), and Artificial Neural Network (ANN) (Efimenko 
et al., 2020; Eliwa et al., 2023; Kassem et al., 2021). However, these 
classic algorithms, while practical, often fall short in medical applica-
tions due to the lack of pre-processing steps to eliminate noise and their 
reliance on binary classifiers (Ningrum et al., 2021). To address these 
challenges, deep learning-based approaches, such as Convolutional 
Neural Networks (CNNs), have been proposed, offering high accuracy 
but demanding extensive training data and training time (Wu et al., 
2020). At the same time, the main objective of healthcare applications is 
to maximize detection accuracy using a minimum number of training 
data (Yousefi et al., 2020). 

This paper proposes a novel mechanism for automated melanoma 
detection using Discrete Cosine Transform (DCT) features (Acharya 
et al., 2017) on dermoscopic images. The proposed Automated Mela-
noma Detection (AMD) mechanism consists of three primary steps. The 
first step involves the removal of patient information and hair artifacts, 
with the remaining pixels standardized for high resolution and precise 
processing. In the second step, the reliability of AMD is enhanced 
through the Radon transform (Ziou et al., 2021), the removal of noise 
using the Top-hat filter (Ramos-Soto et al., 2021), and increased 
detection rates using Discrete Wavelet Transform (DWT) (Shajahan 
et al., 2021) and DCT features. Then, the extracted 2D coefficients are 
converted to the 1D vector using the Zigzag approach (Wang and Chen, 
2021), and the number of final features is reduced using the Locality 
Sensitive Discriminant Analysis (LSDA) (Yao et al., 2020). The third step 
categorizes processed images into training and test data, with training 
data used to create different models for automated melanoma detection 
and test data evaluating the models to select the best image-based 
model. Additionally, a metadata-based model is introduced to enhance 
the image-based model’s performance using sex, rash site, and age as 
key features. 

Simulation analysis of image-based models reveals that the Decision 
Tree (DT) (Lu and Ma, 2020) classifies dermoscopic images more 
accurately and sensitively than other classifiers (K-NN and SVM), 
improving the harmonic mean of sensitivity and accuracy. DT out-
performs other classifiers by minimizing cross-validation errors. 
Furthermore, comparison results demonstrate that the proposed image 
and metadata-based hybrid model outperforms other state-of-the-art 
approaches in melanoma detection on dermoscopic images, enhancing 
the F-Value. 

The fundamental contributions of our paper are summarized as the 
following:  

• Developing a novel image and metadata-based hybrid mechanism for 
automated melanoma detection with maximum accuracy and mini-
mum training data.  

• Improving the detection rate using DWT and DCT features.  
• Reducing the number of features using LSDA.  
• Exploiting different classifiers to extract the most accurate, precise, 

and sensitive image-based model with minor cross-validation errors.  
• Introducing a metadata-based model to improve the performance of 

the image-based one using sex, rash site, and age as the main 
features. 

The rest of the paper is organized as follows: Section 2 offers a 
comprehensive literature review, delving into existing research in the 
field. In Section 3, we detail the proposed AMD mechanism, outlining its 
various components and processes. Section 4 is dedicated to the 

discussion of simulation results, providing insights into the model’s 
performance. Section 5 encompasses a thorough exploration of the 
limitations and a discussion of the proposed model. Finally, Section 6 
serves as the conclusion, summarizing key findings and potential ave-
nues for future research. 

2. Related work 

Melanoma, a life-threatening skin cancer, necessitates early detec-
tion. The literature presents a diverse array of machine learning-based 
automated approaches to tackle this challenge (Abbes et al., 2021; 
Gálvez et al., 2021; Murugan et al., 2019). These approaches are cate-
gorized into classic and deep learning-based automated melanoma 
detection. 

In the realm of classic melanoma detection, Gálvez et al. (2021) have 
proposed an image processing-based method to segment macroscopic 
skin images. It employs a filtering strategy to remove noise, hair, and 
artefacts, enhances pixels using morphological operators, separates 
tumour-affected skin through clustering-based binary approaches, ex-
tracts border points using discretization, and reconstructs a curve using 
a tailored functional network. While visual results support the suitability 
of the clustering-based approach, detailed analysis reveals low accuracy 
and reliance on a binary classifier for melanoma border detection on 
dermoscopic images. 

Murugan et al. (2019) have presented another classic melanoma 
detection model based on SVM, Random Forest (Bai et al., 2022), and K- 
NN classifiers for detecting melanocytes in the epidermis. The model 
implements the watershed segmentation mechanism for image seg-
mentation, utilizing the resulting segments for shape, asymmetry, 
border, colour, differential (ABCD) rule, and GLCM feature extraction 
(Saabia et al., 2019). Numerical results confirm that the SVM provides 
the best outcomes for skin cancer classification. Abbes et al. (2021) have 
employed the K-NN classifier to expedite early melanoma detection 
based on ontology, focusing on the ABCD rule for fuzzy lesion classifi-
cation. While classic machine learning algorithms enhance sensitivity 
and accuracy in extracting features from dermoscopic images, they lack 
a pre-processing step to eliminate noise. 

Finally, Tumpa and Kabir (2021) have adopted a practical design of 
ANN for melanoma lesion detection on dermoscopic images. It enhances 
pixels with the Maximum Gradient Intensity (MGI) pre-processing al-
gorithm (Chakkaravarthy and Chandrasekar, 2020), separates skin le-
sions from the background using Otsu thresholding segmentation, and 
calculates ABCD, GLCM, and LBP features (Kurdi et al., 2022) for ac-
curate ANN-based detection. Despite achieving high accuracy on the 
ISIC dataset (Cassidy et al., 2022), the ANN-based approach falls short of 
optimal results after training. 

To address the limitations of classic algorithms, some literature 
suggests deep learning-based approaches for melanoma detection on 
dermoscopic images (Doms et al., 2021; KUMAR TIWARI et al., 2021; 
Nawaz et al., 2022). In the case of deep learning-based models, Szegedy 
et al. (2015) have introduced a deep Convolutional Neural Network 
(CNN)-based architecture for image classification and detection in the 
ImageNet Large-Scale Visual Recognition Challenge 2014. It improves 
network depth and computing resource utilization using the Hebbian 
theory (Lagani et al., 2022) and the intuition of multi-scale processing. 
Raza et al. (2021) have proposed a classification framework using 
various pre-trained models and fine-tuned CNN-based transfer learning 
for ensemble detection. Abbas et al. (2021) have presented present an 
end-to-end deep learning-based framework utilizing data augmentation 
and a 7-layered CNN-based transfer learning for melanoma detection. It 
employs weights from the pre-trained ResNet-18 (Jing et al., 2021) and 
AlexNet (Lu et al., 2021) models and replaces the last layers of the 
network with some dense ones. The experiments indicate the promising 
results of deep learning-based approaches for melanoma detection on 
dermoscopic images. Finally, Cassidy et al. (2022) have trained widely- 
used deep learning architectures on ISIC datasets and removed duplicate 
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data, providing a noise-free CNN-based model. Although achieving high 
accuracy, CNN-based melanoma detection approaches require substan-
tial training data. 

To overcome the challenge of limited training data, Gajera et al. 
(2021) have used a CNN-based deep learning approach, extracting vi-
sual features from a pre-trained model and using classifiers for skin 
lesion classification. The results confirm the significance of boundary 
localization and cropping for relevant feature extraction in automated 
melanoma detection. However, a CNN with multiple layers demands 
extensive training time without a robust graphics processing unit. 

In-depth analysis reveals that while classic algorithms are reasonably 
practical, they fall short in medical applications due to the absence of 
pre-processing steps and reliance on binary classifiers. Deep learning 
algorithms, although accurate, demand significant training data and 
training time. Meanwhile, the primary goal in healthcare applications is 
to maximize detection accuracy using a minimal amount of training 

data. The summary of methodologies, results, and the dataset size of the 
reviewed melanoma detection approaches are shown in Table 1. 

3. AMD mechanism 

This section introduces a machine learning-based mechanism 
designed for the automated detection of melanoma in dermoscopic im-
ages, referred to as Automated Melanoma Detection (AMD). As illus-
trated in Fig. 1, AMD encompasses three sequential steps: pre- 
processing, main processing, and classification. In the initial step, pa-
tient information and hair artifacts are removed from the raw dermo-
scopic images. The remaining pixels undergo standardization to achieve 
high resolution and enhance the accuracy of subsequent processing. 
Moving to the second step, the proposed mechanism’s reliability is 
fortified by eliminating white (zero) noise through the Radon transform. 
Additionally, irrelevant data is filtered out using the Top-hat filter, and 
the detection rate is augmented by incorporating DWT and DCT fea-
tures. The 2D DCT coefficients are then transformed into a 1D format 
using the Zigzag approach, and the number of final features is stream-
lined through LSDA. In the third step, the processed images are cate-
gorized into two groups: training and test. Various models are generated 
using the training data. Subsequently, these models are assessed based 
on test data, and the most effective one is chosen as the image-based 
model. Finally, the metadata-based model enhances the performance 
of the image-based one using sex, rash site, and age as primary features. 

3.1. Pre-processing 

The initial step of AMD is designed to enhance dermoscopic images, 
optimizing the efficiency of melanoma detection. This involves the 
removal of patient-specific information from the raw images, isolating 
only the suspected skin area. Subsequently, an artifact removal algo-
rithm based on morphological filters is employed to extract hair arti-
facts. This algorithm identifies the positions of the hair artifacts and 
replaces them with neighboring pixels (Benyahia et al., 2022). 
Following this, the pixels, now devoid of hair artifacts, undergo stan-
dardization to achieve high resolution and facilitate more accurate 
processing in the subsequent step. 

Moreover, contrast enhancement is applied to the standardized im-
ages using Contrast Limited Adaptive Histogram Equalization (CLAHE) 
(Mohd-Isa et al., 2021). This technique involves dividing the resized 
images into windows of specified sizes, enabling the synchronization of 
an adaptive histogram. Consequently, pixel intensities are substituted 
with new values to align with the intensity histogram values of each 
window. Fig. 2 illustrates resized dermoscopic images depicting healthy 
and melanoma-suffering skin after undergoing these enhancement 
processes. 

3.2. Main processing 

During this phase, the core processing steps of AMD are applied to 
the resized dermoscopic images. This encompassing process involves a 
series of stages, namely the Radon transform, Top-hat filter, DWT, DCT, 
Zigzag, and LSDA. 

The efficacy of AMD is first bolstered through the application of the 
Radon transform, which serves to mitigate white (zero) noise. Simulta-
neously, the Top-hat filter is employed to eliminate superfluous data, 
enhancing the overall detection rate through the integration of DWT and 
DCT features. Subsequently, the 2D DCT coefficients are converted into 
a 1D format utilizing the Zigzag approach. Furthermore, the number of 
final features is streamlined by leveraging LSDA. 

The ensuing sections provide a comprehensive description of each of 
these main processing phases. 

3.2.1. Radon transform 
In healthcare applications focused on detecting skin diseases, the 

Table 1 
A comparison of melanoma detection approaches on dermoscopic images 
(methodologies, results, and the dataset sizes).  

Paper Methodology Results Dataset size 

Gálvez et al. 
(2021) 

Morphological 
operators (dilation 
and erosion), and 
NURBS functional 
network 

Absolute error, 
and Relative 
error 

Sample data of 
University Medical 
Center Groningen 
2015 (160 
dermoscopic images 
(Training: 45, and 
Test: 125)) 

Murugan 
et al. 
(2019) 

K-NN, Random Forest, 
and SVM 

Accuracy, 
Sensitivity, and 
Specificity 

ISIC 2017 (1000 
samples) 

(Abbes et al. 
(2021) 

Fuzzy decision rule- 
based K-NN 

Accuracy, 
Sensitivity, and 
Specificity 

Dermatology 
Information System 
2012 and DermQuest 
2012 (206 skin lesion 
images, 87 are not 
melanoma and 119 
are melanoma) 

Tumpa and 
Kabir ( 
Tumpa and 
Kabir, 
2021) 

Maximum Gradient 
Intensity algorithm, 
ANN, and Otsu 
Thresholding 
algorithm 

Accuracy, 
Sensitivity, 
Precision, and 
Specificity 

ISIC 2020 (3600 
images of malignant 
and benign lesions, 
with both training 
and testing data) and 
Ph2 (a total of 200 
(160 benign and 40 
malignant) data) 

Raza et al. 
(2021) 

CNN Accuracy, 
Sensitivity, and 
Specificity 

Acral melanoma and 
benign data set 2021 
(724 dermoscopy 
images (506 images 
for training, 72 
images for validation 
and 146 images for 
test set)) 

Cassidy et al. 
(2022) 

CNN Accuracy, 
Recall, and 
Precision 

ISIC 2016 (Total: 
1279, Training: 900, 
and Test: 379), ISIC 
2017 (Total: 2600, 
Training: 2000, and 
Test: 600), ISIC 2018 
(Total: 11527, 
Training: 10015, and 
Test: 1512), ISIC 
2019 (Total: 33569, 
Training: 25331, and 
Test: 8238), ISIC 
2020 (Total: 44108, 
Training: 33126, and 
Test: 10982) 

Gajera et al. 
(2021) 

Deep CNN Accuracy, 
Sensitivity, 
Precision, and 
Specificity 

Ph2 (a total of 200 
(80 normal and 120 
melanoma) data – a 
70:30 ratio for 
training and testing)  
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application of the Radon transform to resized dermoscopic images 
proves beneficial in enhancing practical reliability by mitigating white 
(zero) noises. The 2D Radon transform function is expressed as (1) (Ziou 
et al., 2021): 

Rf (L) =
∫

L
f (x)|dx| (1)  

where the straight line L is parameterized based on the arc length z as 
given by (2) (Ziou et al., 2021): 

(x(z), y(z)) = ((zsinα+ scosα), ( − zcosα+ ssinα)) (2) 

where s represents the distance between L and its normal vector 
angle with the x-axis. The coordinates (α, s) are also regarded as on-lines 
coordinates in 2D space. Radon transforms in these coordinates are 

calculated as expressed in (3) (Ziou et al., 2021): 

Rf (α, s) =
∫ ∞

− ∞
f (x(z), y(z))dz =

∫ ∞

− ∞
f ((zsinα + scosα), (− zcosα + ssinα))dz

(3) 

The output of the 2D Radon transform on resized dermoscopic im-
ages is visually represented in Fig. 3. 

3.2.2. Top-hat filter 
The output of the Radon transform serves as the input for the Top-hat 

filter phase. The Top-hat filter is applied to the transformed dermoscopic 
images to eliminate redundant data. The primary process of the Top-hat 
filter includes two filters based on changes in the function of structural 
elements: 

Fig. 1. The overall scheme of the AMD mechanism.  

Fig. 2. Resized dermoscopic images: (a) healthy and (b) melanoma-suffering skins.  
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• The black Top-hat filter extracts dark structures from dermoscopic 
images.  

• The white Top-hat filter extracts light structures from dermoscopic 
images. 

The application of the Top-hat filter enhances the skin disease 
detection process on dermoscopic images. It amplifies the slope between 
light and dark pixels in transformed images, effectively removing excess 
pixels. Consequently, the edges of pixels are accentuated. The output of 
the Top-hat filter applied to transformed dermoscopic images is 

illustrated in Fig. 4. 

3.2.3. Discrete wavelet transform 
At this juncture, DWT is applied to the pixels obtained from the Top- 

hat filter to achieve a heightened detection rate. DWT proves effective in 
detecting abrupt changes in signal coefficients based on their structure. 
The outcomes of DWT on filtered images result in separate horizontal, 
vertical, and diagonal coefficients through the application of high-pass 
and low-pass filters. Fig. 5 provides a visual representation of DWT re-
sults on filtered dermoscopic images. 

Fig. 3. 2D Radon transform on resized images: (a) healthy and (b) melanoma-suffering skins.  

Fig. 4. Top-hat filter on transformed images: (a) healthy and (b) melanoma-suffering skins.  
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3.2.4. Discrete cosine transform 
The DWT coefficients serve as the input to the DCT function for 

extracting frequency domain properties. DCT, known as an image 
compression method, facilitates the extraction of the frequency domain 
property matrix. It’s worth noting that DCT properties enable more ac-
curate detection of coefficients compared to DWT ones. The output of 
the DCT function applied to DWT coefficients is depicted in Fig. 6. 

3.2.5. Zigzag 
In this phase, a restricted set of DCT coefficients is chosen, and others 

are omitted. The selection of coefficients from the DCT matrix is a 
pivotal stage in feature extraction for melanoma detection. Our pro-
posed mechanism leverages the Zigzag approach to convert 2D DCT 
coefficients into a 1D array. Zigzag integrates the coefficients by ar-
ranging them from the top-left element in a 1D matrix. 

3.2.6. Locality sensitive discriminant analysis 
In the final phase of the main processing, LSDA is employed to reduce 

the dimensions of the 1D coefficients obtained from DCT. It determines 
the classes and data correlation. LSDA assumes n data X1,X2, ...,Xn ∈ R, 
are random samples of M different types. Class compactness (Cc) and 
between-Class separability (Cs) for reducing data dimensions are 
calculated as presented in (4) and (5), respectively (Yao et al., 2020): 

Cc = min
∑

lm
(k1 − km)

2Wc,lm (4)  

Cs = min
∑

lm
(k1 − km)

2Ws,lm (5)  

where k1= αTX1 and km= αTXm are the 1D mappings of X1 and Xm, while 
Wc and Ws denote the within-class and between-class separability 
weight matrices, respectively. The vector α signifies the predicted data 

direction. 
population of more than two classes; if the difference exceeds a 

predetermined threshold, the feature is considered a significant attribute 
(Scott et al., 2020). Analysis of variance also calculates feature ranking, 
where the feature with the highest F-value is assigned the first rank. 

3.3. Classification 

The third step of AMD is designed to create the final model using the 
processed images and metadata, comprising image-based and metadata- 
based model phases. In the image-based model phase, various models 
are generated using training images, and their performance is evaluated 
based on tests to determine the best model as the output. In the 
metadata-based model phase, a positive rate is defined for all features, 
the threshold rate is calculated, and the impact value for various feature 
domains is set to create an appropriate metadata-based model. The 
classification phases are detailed below. 

3.3.1. Image-based model 
Following the pre-processing and main processing steps applied to all 

dermoscopic images (as shown in Fig. 1), output pixels are categorized 
into training and test images. Various classification algorithms, 
including DT, K-NN, and SVM, are executed on the training data to 
create the image-based model. The models are then evaluated using test 
data, and the best-performing model is selected as the output of the 
image-based model phase. The output for each image is either classified 
as healthy with an Image-based Model Impact Factor of zero (IFIM = 0) 
or melanoma-suffering images with IFIM = 1. 

The proposed mechanism leverages the following classification 
algorithms: 

Fig. 5. DWT on filtered images: (a) healthy and (b) melanoma-suffering skins.  

Fig. 6. DCT on DWT coefficients: (a) healthy and (b) melanoma-suffering skins.  
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• DT is a common data mining algorithm in healthcare applications, 
particularly for skin disease detection from processed dermoscopic 
images. It is defined as a predictive model for classification-based 
applications, addressing erroneous datasets, and missing values, 
and utilizing nonparametric methods.  

• K-NN is a simple classification approach with competitive results 
compared to similar algorithms. Its ease of interpretation, high pre-
dictivity, and acceptable computational time make K-NN widely 
used in healthcare applications, such as melanoma detection in 
processed dermoscopic images.  

• SVM is a robust classification algorithm providing a richer model for 
sensitive data classification, especially in medical images, when used 
in combination with other machine learning tools. It is a suitable 
option for applications requiring high predictivity. 

3.3.2. Metadata-based model 
The metadata-based model phase aims to enhance the performance 

of the image-based one by incorporating key features. Sex, rash site, and 
age are considered the main features of the metadata-based model. 

Given that men are more susceptible to melanoma than women 
(Benyahia et al., 2022), the first feature (sex) is divided into two cate-
gories: males with a moderate probability of melanoma and females 
with a low probability of melanoma. Additionally, a detailed examina-
tion of the patient’s skin reveals that the rash site influences the risk of 
melanoma (Benyahia et al., 2022). Therefore, the second feature (rash 
site) is grouped into three categories: head, neck, oral, and genital with a 
high probability of melanoma, upper extremity with a moderate prob-
ability, and lower extremity, palms, soles, and torso with a low proba-
bility. Lastly, like any disease, age impacts the risk of developing 
melanoma in the human body. Hence, the third feature (age) is classified 
into four categories: 0–10 with a very low probability, 10–55 with a low 
probability, 55–60 with a moderate probability, 65–75 with a high 
probability, and 75–90 with a very high probability of melanoma. 
Finally, the Positive Rate (PR) for all features is calculated to indicate the 
percentage of melanoma-suffering images in each category. 

At this juncture, the Threshold of Positive Rate (ToPR) for the dataset 
is defined as (6): 

ToPR =
Totalpositiverate(Melanoma − sufferingimages)

TotalNumberofImage
× 100 (6) 

It should be noted that ToPR serves as a pre-determined threshold to 
establish the Impact Factor (IF) of features in distinguishing between 
healthy and melanoma-suffering images. Algorithm 1 outlines the pro-
posed procedure for determining the impact factor of features. The al-
gorithm takes ToPR and the PR of the desired feature as inputs to 
calculate its IF, which improves the performance of the melanoma 
detection model. The algorithm specifies the IF value based on the PR 
range and returns it according to the following criteria:  

1. If the PR of a feature is zero, its IF will be zero (very low).  
2. If the PR of a feature is in the range of (0, ToPR], its IF will be 0.25 

(low).  
3. If the PR of a feature is in the range of (ToPR, 1.5 × ToPR], its IF will 

be 0.5 (medium).  
4. If the PR of a feature is in the range of (1.5 × ToPR, 3 × ToPR], its IF 

will be 0.75 (high).  
5. If the PR of a feature is higher than 3 × ToPR, its IF will be 1 (very 

high).   

Algorithm 1: Setting the impact factor of features 

Input: ToPR, PR // Threshold of Positive Rate, and Positive Rate 
Output: IF // Impact Factor 
1 Begin 
2 if (PR == 0) 

(continued on next column)  

(continued ) 

Algorithm 1: Setting the impact factor of features 

3 IF = 0 // very low 
4 else if (0 < PR ≤ ToPR) 
5 IF = 0.25 // low 
6 else if (ToPR < PR ≤ 1.5 × ToPR) 
7 IF = 0.5 // medium 
8 else if (1.5 × ToPR < PR ≤ 3 × ToPR) 
9 IF = 0.75 // high 
10 else if (PR ≥ 3 × ToPR) 
11 IF = 1 // very high 
12 return IF 
13 End  

In the final stage of metadata-based modelling, the Decision Value (DV) 
for distinguishing healthy and melanoma-suffering images is calculated 
as (7): 

DV = IFIM × W0 + IFSex × W1 + IFAge × W2 + IFSite × W3 (7)  

where IFIM, IFSex, IFAge, and IFSite are the impact factors of the image- 
based model, sex, age, and rash site features, respectively. Besides, 
W0, W1, W2, and W3 represent the impact coefficients of the decision 
criteria. 

Finally, the value of DV is assessed using (8) to make a Final Decision 
(FD): 

if (DV > ThresholdMain)

FD = 1; //Melanoma-suffering                                                                 

else  

FD = 0; //Healthy (8)                                                                             

This means that if the calculated DV exceeds the predetermined 
(ThresholdMain), the FD value will be zero, indicating that the image is 
considered to depict melanoma. Conversely, if DV is less than or equal to 
the threshold, the FD value will be one, signifying that the image is 
categorized as healthy. It’s important to note that determining the 
appropriate value for ThresholdMain involves tuning according to the 
desired performance criteria for the specific dataset. 

4. Performance evaluation 

This section assesses the performance of AMD and compares it with 
recent state-of-the-art melanoma detection mechanisms on dermoscopic 
images. The evaluation is conducted on the ISIC 2020 dataset (Cassidy 
et al., 2022), designed to advance research in automated Computer- 
Aided Diagnosis (CAD)-based melanoma/cancer detection. It refers to 
the International Skin Imaging Collaboration (ISIC) dataset for the year 
2020 that is commonly used in the field of dermatology and machine 
learning for research on skin diseases, particularly melanoma detection 
using dermoscopic images. 

The ISIC 2020 dataset contains a collection of dermoscopic images of 
skin lesions, including both malignant melanomas and benign moles or 
lesions with visual characteristics such as color, texture, shape, and 
other relevant information for skin disease analysis. These images serve 
as valuable resources for developing and evaluating algorithms and 
models for automated skin disease diagnosis, especially melanoma 
detection. It comprises a total of 1500 dermoscopic images in the 
training set (500 melanoma and 1000 healthy) and 174 dermoscopic 
images in the test set (84 melanoma and 90 healthy). The overall 
number of dermoscopic images is 33,125 (with 1674 images utilized for 
creating the image-based model). The details of ISIC 2020 training and 
test sets are shown in Table 2. 

As outlined in Section 3.1, the pre-processing step eliminates patient 
information and hair artifacts from the images. Subsequently, it stan-
dardizes their sizes to 480 × 480 pixels to ensure uniform application of 
the main processing phases to all data. Moreover, AMD employs k-fold 
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cross-validation (with k = 10) in statistical data analysis to assess the 
generalizability and training data independence of the model (Kaminsky 
et al., 2021). The 10-fold cross-validation approach gauges the utility of 
the AMD model in real-world applications. It divides the dataset into ten 
subsets, using one subset for validation and the others for training in 
each iteration. This process is repeated ten times, with each data point 
used only once for validation. The final result is reported as the average 
of the ten validations. 

The performance of the image-based model is enhanced by consid-
ering certain features, namely sex, rash site, and age, as detailed in 
Section 3.3.1. The feature rates are presented in Table 3 (sex and rash 
site) and Table 4 (age). As depicted in Table 3, males and females exhibit 
melanoma with medium and low probability, respectively. The table 
further illustrates that the head, neck, oral, and genital regions are 
associated with a high probability of melanoma, the upper extremity 
demonstrates a medium probability, and the lower extremity, palms, 
soles, and torso regions are linked to a low probability of melanoma. 
Additionally, the last row of the table indicates that our proposed 
mechanism has utilized all 33,125 images to derive a metadata-based 
model (encompassing sex and rash site ranges). It also reveals that 
584 images manifest melanoma, with a ToPR (percentage of melanoma- 
suffering images) of 1.76. 

Table 4 illustrates the impact of age on the likelihood of developing 
melanoma. It indicates that patients aged 0–10, 10–55, 55–60, 65–75, 
and 75–90 exhibit melanoma with very low, low, medium, high, and 
very high probability, respectively. The numerical statistics highlight an 
escalating probability of developing melanoma with increasing patient 
age. 

To evaluate the performance of AMD, simulations for all steps were 
conducted using MATLAB R2018a on a computer running the Windows 
10 operating system, equipped with an Intel (R) Core (TM) i7-3520 M 
CPU @ 2.90 GHz and 8 GB RAM. 

4.1. Results of image-based model 

This section examines cross-validation error, true positive, true 
negative, false positive, false negative, precision, sensitivity, accuracy, 

F-value, and the computational time indicators to assess the perfor-
mance of classifiers utilized in our proposed mechanism (DT, K-NN, and 
SVM). It should be noted that the SVM parameters used in the experi-
ments are the defaults of the MATLAB R2018a SVM function (fitcsvm) 
(Mathworks, 2022c):  

• Kernel Function: Linear  
• Box Constraint: 1  
• Kernel Scale: auto  
• Standardize: true 

The cross-validation error signifies the regression model’s error 
(mean squared error) (Alqudah et al., 2021). Specifically, the error of 
each non-training layer is computed based on the k-layer cross- 
validation model and the training layer. As shown in the 2nd column 
of Table 5, the cross-validation error (k-Fold Loss (k = 10)) is reduced by 
55.05 % and 97.26 % when using DT compared to the K-NN and SVM 
classifiers, respectively. This indicates that DT performs better than 
other classifiers in error-sensitive applications such as melanoma 
detection in dermoscopic images. 

True Positive (TP) represents an output where AMD correctly pre-
dicts the positive class (melanoma-suffering skins) (Turner et al., 2021). 
Similarly, True Negative (TN) refers to an outcome where the model 
correctly predicts the negative class (healthy skin) (Ningrum et al., 
2021). False Positive (FP) is an output where AMD does not correctly 
predict the positive class (Thompson et al., 2021). Finally, False Nega-
tive (FN) refers to an outcome where the model does not correctly 
predict the negative class (Dieng et al., 2021). As illustrated in the 3rd- 
6th columns of Table 5, DT exhibits 1.26 and 4.2 times better perfor-
mance than K-NN and SVM classifiers in true positive evaluation, 
respectively. The results also indicate that DT is 1.08 and 3.55 times 
better than others in detecting negative samples. True/false positive 
outcomes demonstrate the superiority of DT in automated melanoma 
detection. 

Accuracy (detection rate) is a fundamental indicator in evaluating 
the performance of automated skin disease detection mechanisms, rep-
resenting the number of images that match the training data correctly 
(MEJÀRE et al., 1985). The accuracy (A) is calculated as (9) (MEJÀRE 
et al., 1985): 

A =
TP + TN

P + N
(9)  

where P and N indicate the number of melanoma-suffering and healthy 
images, respectively. The 7th column of Table 5 demonstrates that the 

Table 2 
Details of ISIC 2020 training and test sets.   

Training Set Test Set Total 

Melanoma 500 84 584 
Healthy 1000 90 1090 
Total 1500 174 1674  

Table 3 
Sex and rash site rates in the dataset (ISIC 2020).  

Feature Domain Code #Image #Positive Positive 
Rate(%) 

IF 

Sex female 0 15,981 220 1.37 Low 
male 1 17,079 364 2.13 Medium 
unknown 2 65 0 –   

Rash 
site 

head/neck 0 1854 74 3.99 High 
lower 
extremity 

1 8417 124 1.47 Low 

oral/ 
genital 

2 124 4 3.22 High 

palms/ 
soles 

3 375 5 1.33 Low 

torso 4 16,845 257 1.52 Low 
upper 
extremity 

5 4983 111 2.22 Medium 

Unknown 6 527 9 1.7 low   
Total 33,125 584 ToPR =

1.76  

Table 4 
Age rates in the dataset (ISIC 2020).  

Age Positive Frequency Total Frequency Positive Rate % IF 

− 1 0 68 0 Very Low 
0 0 2 0 Very Low 
10 0 17 0 Very Low 
15 2 132 1.52 Low 
20 6 655 0.92 Low 
25 16 1544 1.04 Low 
30 24 2358 1.02 Low 
35 25 2850 0.88 Low 
40 24 3576 0.67 Low 
45 54 4465 1.21 Low 
50 53 4270 1.24 Low 
55 64 3824 1.67 Low 
60 65 3240 2.01 Medium 
65 70 2527 2.77 High 
70 58 1968 2.95 High 
75 62 981 6.32 Very High 
80 36 419 8.59 Very High 
85 9 149 6.04 Very High 
90 16 80 20.00 Very High  
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mechanism’s accuracy, in the case of using the DT classifier, is 1.11 and 
1.02 times higher than the K-NN and SVM ones, respectively. It can be 
argued that the DT, SVM, and K-NN classifiers provide the most accurate 
performance in automated melanoma detection in descending order. 

Sensitivity measures the completeness of classification algorithms, 
indicating the percentage of positive samples (melanoma-suffering im-
ages) labelled correctly (McDonald, 2019). Sensitivity (S) is defined as 
(10) (McDonald, 2019): 

S =
TP
P

(10)  

where P is the number of melanoma-suffering images. The 8th column of 
Table 5 shows that DT performs better than other classifiers by maxi-
mizing sensitivity. It indicates that the sensitivity of our mechanism, in 
the case of using DT, is 1.26 and 4.21 times higher than K-NN and SVM 
classifiers, respectively. As a result, DT is more sensitive than others in 
detecting true positive samples. 

Precision is a standard criterion for assessing the correctness of 
classification algorithms, determining what percentage of the samples 
(dermoscopic images) labelled as positive are melanoma-suffering skins 
(MEJÀRE et al., 1985). Precision (Pr) is calculated as (11) (MEJÀRE 
et al., 1985): 

Pr =
TP

TP + FP
(11) 

The 9th column of Table 5 demonstrates that DT labels melanoma- 
suffering samples with 49 % precision. In more detail, the numerical 
results illustrate that the mechanism’s precision, in the case of using DT, 
is 1.06 and 1.08 times higher than K-NN and SVM, respectively. Thus, 
DT is a suitable algorithm for sample classification in critical applica-
tions such as melanoma detection. 

The fundamental factor in evaluating the performance of proposed 
models to classify dermoscopic images is the harmonic mean of sensi-
tivity and accuracy called the F-value (Fushiki, 2011). It is defined as 
(12) (Fushiki, 2011): 

F − value =
2 × Pr × S

Pr + S
(12) 

As shown in the 10th column of Table 5, the F-value in the case of 
using DT is 1.15 and 3.93 times better than the K-NN and SVM classi-
fiers, respectively. Accordingly, it can be argued that DT classifies der-
moscopic images better than others. 

Finally, the 11th column of Table 5 presents the time spent, a crucial 
metric measured in the experimental results. It indicates that the 
computational time is 12.48 and 344.69 times more efficient when using 
DT compared to K-NN and SVM classifiers, respectively. In conclusion, 
the substantial efficiency gain observed in the execution time for the DT 
classifier underscores its computational superiority over the K-NN and 
SVM classifiers. This efficiency is particularly noteworthy in real-time 
applications or scenarios where rapid processing is imperative. The 
considerable time advantage exhibited by DT contributes to the overall 
appeal of the AMD model, making it not only a robust performer in terms 
of accuracy and sensitivity but also a computationally efficient solution 
for automated melanoma detection on dermoscopic images. 

In this stage, the precise values for TP, FN, FP, and TN obtained from 
the experimental results are inserted into the confusion matrix (Božić 
et al., 2023), offering a more detailed interpretation. This data offers 
valuable insights into the AMD model’s effectiveness in categorizing 

dermoscopic images. Fig. 7 (a), (b), and (c) depict the confusion matrix 
for DT, K-NN, and SVM, respectively. 

4.2. Results of metadata-based model 

In this section, the impact coefficients of the decision criteria and the 
main threshold are tuned for high sensitivity and accuracy, including 
W0, W1, W2, W3 and ThresholdMain for the image-based model (DT 
classifier), sex, age, rash site, and the pre-determined threshold, 
respectively. Four scenarios are defined for tuning the impact co-
efficients of the decision criteria, as shown in Table 6. The first scenario 
focuses on meta-features, and the image-based model is partially 
considered. Scenarios second to four gradually reduce the impact co-
efficients of meta-features and focus more on the image-based model. 
Numerical results demonstrate that accuracy and F-value are improved 
1.18 and 1.15 times on average when using the first scenario compared 
to others by focusing on meta-features. Thus, the first scenario with 
W0 = 0.1, W1 = 0.2, W2 = 0.35, and W3 = 0.35 can be considered the 
best one. 

It should be noted that we set ThresholdMain = 0.43 based on exper-
imental analyses of the dataset. As shown in Fig. 8, the intersection of 
four diagrams of precision, sensitivity, accuracy, and F-value is consid-
ered as ThresholdMain for scenarios one to three (Fig. 8 (a–c)) to achieve a 
balance between performance criteria. Since we highlight the first sce-
nario, the intersection of diagrams in Fig. 8 (a) is considered the selected 
ThresholdMain. It is worth mentioning that the value of these criteria is 
independent of ThresholdMain in the fourth scenario (Fig. 8 (d)); their 
impact coefficients are considered zero. Thus, we can consider any value 
for ThresholdMain in this scenario, it is set to the mean value (0.5). 

Finally, Fig. 9 illustrates the precision-recall curve of the AMD model 
for the best scenario. The precision-recall curve serves as a valuable tool 
for assessing the classification model’s performance, including DT. It 
visualizes the trade-off between precision and sensitivity (recall) at 
various DT thresholds, showcasing how well the proposed model can 
identify positive instances while keeping false positives to a minimum 
(Miao and Zhu, 2022). A high-precision model exercises caution in 
predicting positives but maintains accuracy when it does, while a high- 
recall (sensitivity) model captures a substantial portion of actual posi-
tives but may generate more false positives. The ideal situation aims for 
both high precision and high recall, yet a trade-off often exists between 
these two metrics. 

For the AMD model, the precision-recall curve aids in comprehend-
ing the model’s performance across diverse decision boundaries. It as-
sists in selecting a suitable threshold aligned with the specific 
requirements of the application. As shown in Fig. 9, the optimal point on 
the curve is specified as (X = 0.6548, Y = 0.7143) for our melanoma 
detection mechanism. This optimal threshold allows for the effective 
identification of melanoma cases with a high level of accuracy (preci-
sion) while ensuring that a substantial proportion of actual positive 
cases is captured (recall). Therefore, by pinpointing this optimal oper-
ating point on the precision-recall curve, the AMD model can be fine- 
tuned to meet the desired performance criteria for melanoma detection. 

4.3. Total results 

In this section, the total implementation results are presented to 
prove the efficiency of AMD compared to recent state-of-the-art mela-
noma detection mechanisms on dermoscopic images based on the ISIC 

Table 5 
Comparison of classifiers used in the image-based model.  

Classifier cross-validation error true positive true negative false positive false negative accuracy precision sensitivity F-value Time (s) 

DT  0.008 63 26 64 21  0.511  0.49  0.75  0.59  0.49 
K-NN  0.0187 50 31 59 34  0.46  0.458  0.595  0.51  6.12 
SVM  0.2927 15 72 18 69  0.5  0.45  0.178  0.25  168.9  
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2020 dataset. The first approach has been trained on the VGG19 deep 
learning architecture to analyze the dataset called “VGG19” (Cassidy 
et al., 2022). The second one is a deep CNN-based architecture for 
melanoma detection, which is called “InceptionV3” (Szegedy et al., 
2015). The third mechanism has provided another balanced CNN-based 
model for melanoma detection on the ISIC dataset, called “ResNet152” 
(Cassidy et al., 2022). The critical performance factors of automated 
melanoma detection are analyzed for accurate evaluation, including 
precision, sensitivity, accuracy, and F-value. 

As mentioned in Section 4.1, precision is a standard criterion to 
determine the percentage of melanoma-suffering dermoscopic images 
labelled as positive. The second column of Table 7 illustrates that AMD 
labels melanoma-suffering images with 71 % precision. The numerical 
results also demonstrate that the precision of our proposed mechanism is 
3.55, 3.38, and 3.38 times better than VGG19, InceptionV3, and 
ResNet152, respectively. Thus, AMD can be introduced as a unique 
mechanism to improve identification performance in critical applica-
tions such as melanoma detection on dermoscopic images. 

Sensitivity is a completeness indicator to demonstrate the percentage 
of melanoma-suffering images labelled correctly. The third column of 
Table 7 shows that our presented mechanism is 1.58 times more sensi-
tive than VGG19 in melanoma detection. However, in the case of 
sensitivity, the InceptionV3 and ResNet152 approaches are 1.44 and 
1.32 times better than AMD. Therefore, InceptionV3 is more sensitive 
than other mechanisms in detecting true positive dermoscopic images 
using the advantages of CNN. 

Accuracy counts the number of test images matching the training 
ones. The fourth column of Table 7 illustrates that the accuracy of AMD 
is 1.25, 2.33, and 2.18 times better than VGG19, InceptionV3, and 
ResNet152, respectively. The results show that our proposed mechanism 
detects melanoma-suffering images more accurately than CNN-based 
ones. 

Finally, the fifth column of Table 7 shows that AMD’s F-value (the 

harmonic mean of sensitivity and accuracy) is 2.61, 2, and 2.06 times 
higher than VGG19, InceptionV3, and ResNet152 approaches, respec-
tively. Although the sensitivity of InceptionV3 and ResNet152 archi-
tecture is better than our presented mechanism, the F-value indicates 
that AMD generally detects melanoma on dermoscopic images superior 
to others. 

5. Limitation and discussion 

In this section, we provide a thorough exploration of the limitations 
and discussion of AMD. 

5.1. Limitation 

While our proposed model shows promising results in automated 
melanoma detection, it is essential to acknowledge its limitations. These 
items are categorized as follows:  

• Dataset Specificity: The model’s performance heavily relies on the 
quality and representativeness of the training dataset. If the dataset is 
biased or lacks diversity, the model may not generalize well to 
different populations, ethnicities, or skin types. 

• Dependency on Dermoscopic Imaging: AMD’s effectiveness is contin-
gent on the availability of high-quality dermoscopic images. In real- 
world scenarios where such images might be challenging to obtain, 
the model’s performance could be compromised.  

• Sensitivity to Pre-processing Parameters: The pre-processing steps, 
including artifact removal and image standardization, involve 
parameter tuning. Sensitivity to these parameters might affect the 
model’s robustness across different datasets and conditions. 

Fig. 7. Confusion matrix: (a) DT, (b) K-NN, and (c) SVM.  
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5.2. Discussion 

The AMD model introduces advancements in melanoma detection, 
but several aspects merit discussion for future improvements and 

research directions, as follows:  

• Integration of Clinical Data: Incorporating additional clinical data, 
such as patient history or genetic information, could enhance the 

Fig. 7. (continued). 
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model’s predictive power. Collaborations with healthcare pro-
fessionals may provide valuable insights. 

• Real-time Application: Discussions should consider the model’s po-
tential application in real-time scenarios, such as telemedicine or 
mobile applications. Ensuring efficiency and speed without 
compromising accuracy is crucial for practical deployment. 

• Ethical Considerations: Discussions should extend to ethical implica-
tions, including data privacy, bias in model predictions, and poten-
tial consequences of false positives or negatives. Balancing these 
considerations is pivotal for responsible AI deployment in 
healthcare.  

• User-Friendliness: For widespread adoption, considerations about 
user-friendliness and integration into existing healthcare systems 
should be addressed. 

In conclusion, while the AMD mechanism presents a significant 
stride in melanoma detection, continuous refinement, validation on 
diverse datasets, and addressing ethical considerations are pivotal for its 
successful integration into clinical practice. 

6. Conclusion and future works 

This paper introduces a novel mechanism for automated melanoma 
detection in dermoscopic images. The proposed approach involves 
multiple steps to enhance the processing and reliability of melanoma 
detection. In the initial phase, patient information and hair artifacts are 
removed from raw images, and the remaining pixels are standardized for 
improved resolution. The second step employs techniques such as Radon 
transform, Top-hat filter, and features like DWT and DCT to enhance 
AMD’s reliability, remove unnecessary data, and increase the detection 

Table 6 
Impact coefficients of the decision criteria.  

Scenario Coefficient of image-based model Coefficient of meta-features Results Description 

W0 W1 W2 W3 ThresholdMain Accuracy F-value 

1 0.1 0.2 0.35 0.35  0.43  0.70  0.68 More focus on metadata 
2 0.2 0.2 0.3 0.3  0.46  0.64  0.62  
3 0.7 0.1 0.1 0.1  0.81  0.63  0.56  
4 1 0 0 0  0.5  0.51  0.59 focus on the image-based model  

Fig. 8. Thresholdmain of scenarios: (a) First, (b) Second, (c) Third, and (d) Fourth ones.  
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rate. Further, DCT coefficients are converted into a 1D vector using 
Zigzag, and the feature count is reduced with LSDA. In the third step, 
processed images are categorized into training and test data. Various 
image-based models are created using the training data, and the best 
model is selected based on evaluation with test data. Lastly, the 
metadata-based model refines the performance of the image-based 
model using sex, rash site, and age as key features. Simulation results 
for the image-based model indicate that DT outperforms other classifiers 
in accurately and sensitively classifying dermoscopic images, showing 
improvement in F-Value. Besides, DT demonstrates superior perfor-
mance compared to K-NN and SVM by minimizing cross-validation er-
rors in automated melanoma detection. Finally, comparison results 
highlight that the hybrid AMD model, integrating image and metadata- 
based approaches, outperforms other state-of-the-art methods in mela-
noma detection in dermoscopic images, improving the harmonic mean 
of sensitivity and accuracy. 

The proposed AMD mechanism lays a foundation for enhanced 
automated melanoma detection; however, several avenues for future 
research and improvement can be explored:  

• Dataset Diversity: Expanding the dataset to include a more diverse 
range of skin types, ethnicities, and geographical locations would 
contribute to a more robust and generalizable model. This would 
ensure the effectiveness of the AMD mechanism across various 
populations.  

• Real-world Clinical Validation: Conducting extensive clinical trials 
and validations involving dermatologists and healthcare practi-
tioners is essential to assess the real-world applicability and accuracy 
of the AMD model. This step is crucial before considering the inte-
gration of the mechanism into clinical settings.  

• Ethical Considerations: Addressing ethical concerns related to patient 
privacy, informed consent, and data security is imperative. Future 
work should focus on developing and implementing ethical guide-
lines to govern the deployment of AMD in medical settings.  

• Online Learning and Adaptation: Implementing mechanisms for 
continuous learning and adaptation is essential to keep the model 
updated with emerging melanoma characteristics and evolving 
medical knowledge. This ensures that the AMD model remains 
relevant and effective over time.  

• Integration with Clinical Workflows: Streamlining the integration of 
the AMD mechanism into existing clinical workflows is vital for its 
practical adoption. Future work should explore ways to seamlessly 
incorporate AMD into diagnostic processes and electronic health 
record systems. 

• Collaboration with Dermatology Experts: Collaboration with derma-
tologists and domain experts is critical for refining the AMD mech-
anism. Involving dermatologists in the model development process 
and incorporating their feedback will enhance the model’s accuracy 
and clinical relevance.  

• Mobile Application Development: Designing a user-friendly mobile 
application for dermatologists and healthcare practitioners could 
facilitate easy access to the AMD model. Such an application could 
provide quick and efficient melanoma risk assessments during 
routine clinical examinations. 

By addressing these aspects in future research, the AMD mechanism 
can evolve into a more potent tool for melanoma detection, offering 
improved accuracy, ethical adherence, and seamless integration into 
clinical practice. 
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