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ABSTRACT The two challenges facing human life are water and energy. Reverse osmosis (RO) desalination
systems are popular owning to their unique advantages. However, robust performance and power supply are
the two main challenges in this desalination system. This power is used to drive an induction motor that
rotates a centrifugal pump to apply the required back pressure to the RO membrane. To solve these two
challenges, a complete RO system powered by a photovoltaic (PV) system was considered, and for each
subsystem, a robust controller was designed based on their dynamic models. A fuzzy controller optimized by
the invasive weed algorithm (IWA) was designed to track the maximum power in the photovoltaic subsystem
under different environmental conditions. A fuzzy-PID controller was used to control the motor-pump
subsystem. Furthermore, it is focused on designing a robust controller with the ability to compensate for large
set-point changes, reject external disturbances, and cope with parametric uncertainties, such as variations in
feed water salinity. Hence, state-dependent Riccati equation control (SDRE) was used to control the reverse
osmosis system. The simulation results for different scenarios show that the proposed controller performs
well under different operating conditions and can remove the effects of disturbances on the system.
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INDEX TERMS Fuzzy control, maximum power point tracking, photovoltaic system, reverse osmosis
desalination, SDRE control, artificial intelligence.

I. INTRODUCTION16

Water and energy are the two main needs of human life. Only17

1% of water in the world is suitable for drinking or industrial18

purposes [1]. There are various methods for the desalination19

of salt water, and each of them has its advantages and disad-20

vantages [2]. Based on the UNESCO report, by 2030, up to21

40% of the world people will be influenced by water short-22

age [3]. Since about 97% of water in the world is saline water,23

The associate editor coordinating the review of this manuscript and

approving it for publication was Ton Duc Do .

the main solutions to achieve freshwater are desalination and 24

reusing the water [4], [5]. The desalination process, which 25

refers to the process of separating a special part of a water- 26

soluble salt, is categorized as membrane-based methods and 27

evaporation-basedmethods [2]. In both of them, the incoming 28

saline water is divided into freshwater and water with higher 29

salinity (Brine water). But, in some cases, pre-treatment units 30

are required before the water enters the desalination unit, and 31

then a post-treatment unit is required [6]. The reverse osmosis 32

desalination system, despite its high maintenance cost, has 33

advantages; its design and operation is simple and has low 34
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energy usage [7]. Also, with the development of membranes35

that need lower pressure behind them, the use of such systems36

in desalination will become more pervasive [8].37

In desalination systems, consumption of energy is a crucial38

factor, and even the presence of this barrier has sometimes39

prevented the use of such systems. Reverse osmosis (RO)40

systems require electricity to run their electric motors. There-41

fore, in places that do not have access to electricity, it is42

practically impossible to use such systems. In many parts of43

the world, people will be forced to move to another place due44

to the lack of electricity. Also, due to the lack of freshwater,45

agriculture will practically disappear in such areas. Using46

renewable energy such as solar energy can overcome this47

issue which is available in many places [9], [10], [11], [12].48

Solar energy accounts for up to 57% of the market of the49

renewable energy-based desalination, which the main is RO50

desalination system supplied by photovoltaic (PV) energy51

[11], [13]. A technical-economic feasibility study has been52

done for a PV-RO system in [14]. In [15],a state of the art53

in wind and solar energy-driven RO is presented. Therefore,54

in this paper, the energy supply of the RO system is regarded55

as the photovoltaic system [11], [12].56

However, this system has some limitations similar to other57

systems. Some limitations are related to the system. For58

example, the performance of the PV system is related to some59

parameters such as the temperature and the sunlight intensity,60

which differ from one place to another; the maintenance of61

the RO system is costly, and pre and post-treatment may be62

essential.63

There are some researches on controlling the reverse osmo-64

sis system process which many have regarded the linear65

model of the RO system. For example, In [16] and [17],66

the authors have considered an industrial RO system using67

traditional PID controller. The controller for stabilizing the68

linear reverse osmosis system around the desired point was69

proposed in [18]. However, some papers have considered70

the control of the nonlinear model of the reverse osmosis71

system. In [19], a nonlinear feedback/feedforward control is72

provided. In [20], a controller based on a nonlinear model73

has been designed and implemented on the reverse osmosis74

desalination laboratory system which used geometric control75

methods. The influence of the variable frequency drive (VFD)76

and the pressure regulating valve on the reverse osmosis77

desalination system were experimentally studied in [21]. The78

combined photovoltaic-reverse osmosis (PV-RO) system was79

studied in [22], but only the maximum power point track-80

ing of the photovoltaic system was considered. The Model81

Reference Adaptive Control (MRAC) method was used for82

controlling the combined PV-RO system in [23]. In [24], the83

model predictive control approach was used for fault-tolerant84

control of a small reverse osmosis system.85

The disadvantage of these researches is that they do not86

include the necessary elements for the reverse osmosis system87

such as power supply, pumping process, and some others like88

them. From our knowledge, only [25], [26] has considered89

these elements. In [25], the super-twisting approach has been90

considered in controlling the RO desalination system besides 91

other elements. 92

A slap optimization-based PID controller has been 93

designed in [27] for a PV-RO system. However, the linear 94

model of the system has been considered and there are no 95

details of other elements in the system. 96

A new control strategy for minimization of energy was 97

proposed in [28] by manipulating feed pressure and reject 98

valve opening. In [29], energy management and control of 99

renewable energy-powered reverse osmosis desalination sys- 100

tems without batteries are proposed. 101

According to the above points, in this paper, the complete 102

set of the photovoltaic solar system, pump and electric motor 103

system, and reverse osmosis system membrane are examined 104

together. Maximum power point tracking (MPPT) in dif- 105

ferent environmental (temperature and radiation) conditions 106

of the PV solar system, an optimized fuzzy controller with 107

an invasive weed algorithm (IWA) is used, which is much 108

more efficient than classical algorithms such as hill-climbing 109

[30]. A fuzzy-PID controller is considered to control the 110

motor-pump subsystem. This controller is more robust than 111

the classical PID controller and performs better in nonlinear 112

systems. Moreover, a novel application of state-dependent 113

Riccati equation (SDRE) control is also proposed to regulate 114

the flow rates in the reverse osmosis system in integration 115

with the motor-pump subsystem and photovoltaic subsystem. 116

Therefore, the main contributions of this paper are as 117

follows: 118

- Considering the PV-powered reverse osmosis (RO) 119

desalination system in integration with other essential 120

elements 121

- Using the SDREmethod for control of the reverse osmo- 122

sis subsystem 123

- Using Fuzzy-IWA controller for MPPT of photovoltaic 124

subsystem 125

- Evaluating the closed-loop system in dealing with dif- 126

ferent uncertainties and disturbances 127

The aim of the proposed control design is to reach proper 128

dynamic performance and compensate for the effects of noise 129

and uncertain parameters. 130

The structure of the paper is as follows. In the next section, 131

the combined RO system powered by photovoltaic system is 132

presented. The controller design for each part is presented in 133

section 3. The simulation results are in section 4, and then the 134

conclusions are in the final section. 135

II. THE COMBINED REVERSE OSMOSIS-PHOTOVOLTAIC 136

SOLAR (PV-RO) SYSTEM 137

Fig. 1 shows the structure of the closed-loop system. 138

As shown in this figure, the system has the following 139

components: 140

- A photovoltaic solar generator with an energy manage- 141

ment block 142

- DC-DC boost converter, which the MPPT is done by 143

adjusting its duty cycle in different radiation and tem- 144

perature conditions. 145
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FIGURE 1. Combination of the reverse osmosis desalination system and the photovoltaic system.

- DC-AC three-phase inverter146

- Induction motor-centrifugal pump subsystem147

- Reverse osmosis membrane148

In this configuration, a system that can produce freshwater149

from various water sources using sustainable energy is con-150

sidered.151

In the following, we will describe each of the components152

in more detail.153

A. PHOTOVOLTAIC SOLAR SUBSYSTEM154

The solar system is used to generate electricity to power the155

induction motor connected to the centrifugal pump. Several156

mathematical models have been proposed to describe the157

performance of a photovoltaic generator [31], [32], [33].158

Fig. 2 shows the single diode circuit of a solar cell.159

FIGURE 2. Equivalent circuit of a solar cell, single diode circuit.

The generated photovoltaic current equation is as fol-160

lows [34], [35]:161

IPV = Iph − I0

[
exp

(
Vpv + (Rs × Is)

)
Vt × α

]
162

−

(
Vpv + (Rs × Is)

)
Rsh

(1)163

where; 164

Vt =
NSKT
q

(2) 165

Iph =
(
Iph,ref + (KI ,sc × (T − Tref ))

) G
Gref

(3) 166

I0 = I0,ref

(
Tref
T

)3

exp
[
q×Eg
α × k

(
1
Tn
−

1
T

)]
(4) 167

I0,ref =
Isc,ref

exp
(

Voc,ref
Vt,ref×α

)
− 1

(5) 168

The parameters of the solar system are given in Table 1. 169

B. THE MOTOR-PUMP SUBSYSTEM 170

Variable speed centrifugal pumps are widely used in RO 171

desalination systems due to their simplicity and reliability. 172

They supply the desired pressure behind the RO membrane. 173

An induction motor is used to drive a high-pressure pump, 174

which supplies seawater or brine water to the reverse osmosis 175

unit. High-efficiency inductionmotor control can be achieved 176

with the help of field control (FOC) methods. However, 177

knowing the speed of the rotor is essential for using this 178

method. In this control approach, the following relations are 179

satisfied on the d-axis: [36]: 180

8rd = 8r and 8rd = 0 (6) 181

The dynamics of the induction motor by field orientation are 182

determined by the following equations [36]: 183

disd
di
=

1
δLs

(
−

(
Rs +

(
Lm
Lr

)2

Rr

)
isd 184

+ δLsωsisq +
LmRr
L2r
∅r + Vsd

)
(7) 185
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TABLE 1. Photovoltaic solar system parameters.

disq
di
=

1
δLs

(
−δLsωsisq −

(
Rs +

(
Lm
Lr

)2

Rr

)
isd186

−
Lm
Lr
∅rωr + Vsd

)
(8)187

d∅rd
dt
=

LmRr
Lr

isd −
Rr
Lr
∅r (9)188

Tem =
PLm
Lr

isq∅r (10)189

where isd , isq are the stator currents, ∅rd is the flux of the190

rotor, and Tem is the electromagnetic torque. The parameter191

σ = 1 − L2m
LsLr

is known as the leakage coefficient. In the192

pressure controller design process (sub-section 3-2), load193

(TL) is considered as the disturbance. Fuzzy-PID controller194

is used to make the controller robust and also to consider195

nonlinear effects in the model.196

C. REVERSE OSMOSIS MEMBRANE197

A membrane which is fed by a pump and two control valves198

are the elements of the RO subsystem. Neither pre-treatment199

nor post-treatment unit is considered.200

The inlet water is pressurized by a high pressure pump and201

then fed into the membrane (Fig. 3). This flow is divided into202

two parts, one part of which enters the bypass part with speed203

vb, and the other part enters the membrane
(
vfr
)
. The current204

vfr is separated into a stream with low salinity and a stream205

with high salinity in speed vr . All output flows are discharged206

at atmospheric pressure [18], [37].207

Reverse osmosis systems are modeled using energy and208

mass balance equations. The model consists of two ordinary209

nonlinear differential equations (ODEs) [37], [38], which can 210

describe the process described in Fig. 3 as follows: 211
dvb
dt
=

A2P
AmKmV

(
vf − vb − vb

)
+

AP
ρV

1π −
1
2

APevbv2b
V

dvr
dt
=

A2P
AmKmV

(
vf − vb − vb

)
+

AP
ρV

1π −
1
2

APevrv2b
V

212

(11) 213

Bypass flow speed vb and concentrated fluid speed vr are 214

the system state variables. V is the total internal volume, Ap is 215

the area of the membrane, Km is the membrane mass transfer 216

parameter, ρis the density of the fluid, evr is the concentrated 217

flow valve resistance, evb is the bypass flow valve resistance, 218

vf is the feed rate, and 1π is the osmotic pressure. Low 219

salinity water flow velocitiy vp and system pressures Psys are 220

defined as follows: 221

vP =
AmKm
ρAP

(Psys −1π ) (12) 222

Psys =
ρAP
AmKm

(
vf − vb − vr

)
+1π (13) 223

T the osmotic pressure is computed as follows: 224

1π = δCeff (T + 273) (14) 225

where: 226

Ceff =Cfeed

(
a+(1−a)

(
(1−R)+R(vf −vb)

vf

))
(15) 227

whereCfeed shows the TDS (total amount of dissolved solids) 228

of the in the inlet water, δ is related to the effective concen- 229

tration to osmotic pressure, a is an effective concentration 230
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FIGURE 3. Schematic diagram of the desalination process in the reverse osmosis system.

weighting coefficient, R is the minimum salt excretion from231

the membrane, and T is the temperature of the process.232

III. CONTROL STRATEGY233

The PV-RO desalination system should be able to withstand234

different uncertainties in all parts of the system; in the PV sys-235

tem, such as changing the radiation intensity and temperature,236

in the motor-pump system, such as changing in rotor resis-237

tance, and RO system, such as inlet water temperature, inlet238

water TDS (sea or brackishwater). Therefore, a robust control239

strategy is essential to have a safe and reliable performance.240

To achieve maximum power in the solar photovoltaic241

system in dealing with radiation and temperature changes,242

a boost converter is used. The duty cycle of the boost con-243

verter is controlled by an optimized fuzzy controller. The244

fuzzy controller is optimized using the invasive weed algo-245

rithm (IWA). The induction motor is controlled by the field-246

oriented control (FOC) strategy. Field-oriented control (FOC)247

or vector control is a variable-frequency drive (VFD) control248

strategy that the stator currents of a three-phase AC are iden-249

tified as two orthogonal components.250

The inverter produces a wave with variable frequency out-251

put. The mechanical energy is converted to hydraulic energy252

by the pump-motor subsystem and provides the pressure253

required for the reverse osmosis membrane.254

The control system has three outputs, two of which are255

related to the output flow rates of the reverse osmosis256

membrane, and the other is the pressure behind the mem-257

brane. The pressure is controlled using a fuzzy-PID con-258

troller, and the two discharge outputs are controlled using the259

state-dependent Riccati equation control.260

For each part, a robust control strategy is considered using261

its dynamic model.262

A. OPTIMAL FUZZY CONTROL FOR PV SUBSYSTEM263

(MPPT CONTROLLER)264

A maximum power point (MPP) tracker is an electronic265

device that permits the PV-system towork at its highest power266

in different temperature and sun radiation conditions. The267

maximum power is achieved by adjusting the duty cycle of 268

the boost converter [39], [40], [41]. 269

The goal of MPPT problems is to ensure that the maximum 270

power transfer theorem in electrical circuits is established. 271

This theorem states that to reach the maximum output power 272

from a source with a certain internal resistance, the load 273

resistance must be equal to the internal resistance of the 274

source, which is called impedance matching. 275

When the load resistance and source resistance as well as 276

load reactance and source reactance are equal, the maximum 277

power is transferred based on maximum power transfer the- 278

orem. In a DC circuit, only the resistances must be equal for 279

satisfaction of the theorem conditions. A boost converter can 280

do this. The duty of a boost converter is setting up the input 281

voltage to a higher level required by the load. This is done by 282

adjustment of the duty cycle; sorting energy in an inductor 283

and releasing it to the load. 284

Because the current and voltage produced by the panel are 285

highly dependent on environmental conditions, the internal 286

resistance of the panel changes due to changes in the voltage 287

and current produced by the panel. Therefore, assuming the 288

load resistance is constant; the manufacturer’s side resistance 289

must be adjusted. One method of impedance matching is 290

the use of power converters that equalize the resistance of 291

both the consumer and the producer. This paper uses a boost 292

converter (chopper circuit). 293

Various controllers have been introduced so far for MPPT, 294

but one of the simplest is the hill-climbing (HC) method. 295

In this method, the basis of the search is the slope of the 296

diagram, i.e., if it (dP/dV) is positive, the system is on the 297

path to the hill, but if it is negative, it means that themovement 298

is in the opposite direction of the peak, and the power value 299

is moving away from its apex, and zeroing the slope means 300

being at the peak of the P-V diagram [33]. Changes in the 301

duty cycle are applied by subtracting or adding a constant 302

number (assuming 0.05 here) to it. Then, the power change 303

is analyzed; if the power is higher than before, the following 304

change will be applied in the same direction. Otherwise, 305

it will be in the opposite direction of the first perturbation. 306

This method is straightforward, but when it reaches the peak 307
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FIGURE 4. Inputs membership functions for the PV system MPPT fuzzy controller.

point, each change, no matter in which direction, leads to a308

decrease in power, which causes fluctuations in the output309

and thus increases power losses.310

Recently, it is shown that using the feedback control strate-311

gies gets better performances in MPPT. A comprehensive312

review on the application of sliding mode control was done313

in [42]. Moreover, a review of topologies for I–V curve tracer314

was presented in [43]. There is a review on the intelligent315

solar photovoltaic MPPT techniques in [44]. Intelligent con-316

trol strategies are very popular due to their ease of use and317

their robustness [45]. Besides, the use of optimized fuzzy318

controllers with meta-heuristic algorithms has received much319

attention [46], [47], [48], [49]. These methods have a much320

better performance compared to classical methods such as321

the hill-climbing method. In this paper, we use an optimized322

fuzzy controller with the invasive weed algorithm to reach the323

maximum power point in different radiation and temperature324

conditions.325

Error (E) and the change of error (CE) are the inputs of the326

fuzzy controller and defined as follows:327

E =
Pt − Pt−1
Vt − Vt−1

(16)328

CE = Et − Et−1 (17)329

where Pt is the power and Vt is the voltage at time t. In other330

words, E shows the slope of the P-V diagram.When error and331

its change become zero, the system is at its maximum power.332

For each input, three membership functions are considered as333

shown in Fig. 4; Negative (N), Zero (Z), and P (positive).334

In the proposed fuzzyMPPT controller, as shown in Fig. 4,335

only three membership functions in the range [-1,1] are con-336

sidered for simplicity in structure. Then, the two gains, K1337

and K2, are considered for adjusting the performance of the338

system (Fig. 6). In other words, the proposed fuzzy MPPT339

controller not only has a simple and low computational-cost340

structure but also it can be used for other PV systems by only341

adjusting the two gains, K1 and K2.342

The output of the fuzzy controller is the duty cycle of the343

boost converter. The membership functions of the output are344

presented in Fig. 5; Small (S), Medium (M), and Big (B).345

The structure of the fuzzy controller is shown in Fig. 6.346

As shown in this figure, two tuning gains K1 and K2, are347

regarded. These two gains and the fuzzy rule-base should348

FIGURE 5. Output membership functions for the PV system MPPT fuzzy
controller.

be adjusted to optimize the performance of the controller. 349

The invasive weed algorithm (IWA) is used to optimize the 350

performance of the fuzzy controller considering the following 351

performance index: 352

Cost Function =
∑

(
100
POUT

)
2

(18) 353

The flowchart of the IWA is shown in Fig. 7. 354

The optimized gain are K1 = 0.15 and K2 = 70. The 355

optimized rule-base is presented in Table 2. 356

For example, as shown in Table 2, when the error and its 357

change are exactly zero, the following rule is activated: 358

if E is Z and CE is Z then D is M 359

If the error and its change be exactly zero, being at the 360

maximum power, the duty cycle will be 0.5, i.e. the center 361

of the membership function M. 362

When the error is negative, the system is at the left of the 363

pick power in the P-V curve based on Eq. 16. The value of 364

the duty cycle D is dependent on the change of error value 365

(Table 2). If the change of error value is exactly zero, the 366

system is in the vicinity of the maximum power, and the duty 367

cycle is computed based on the following rules: 368

if E is Z and CE is Z then D is M 369

if E is N and CE is Z then D is S 370

B. THE MOTOR-PUMP SUBSYSTEM FUZZY CONTROLLER 371

The dynamics of the pump and motor are coupled. More- 372

over, the pump load (TL) is unknown and is considered as 373

a disturbance. So, a fuzzy-PID controller is designed which 374
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FIGURE 6. MPPT fuzzy controller block diagram.

FIGURE 7. IWA flowchart.

TABLE 2. Optimized rule-base for the Fuzzy-IWA controllers.

is robust and suitable for nonlinear systems. In fuzzy-PID375

controller, the controller gains are derived based on IF-THEN376

fuzzy rules [50].377

In this subsystem, the pressure of the system should be378

regulated at a desired value which is essential for the RO379

subsystem performance. The block diagram of this part is380

shown in Fig. 8. As shown in this figure, two fuzzy controllers381

are used for speed and pressure regulation. The desired motor382

speed is derived from pressure loop.383

C. RO SUBSYSTEM CONTROLLER384

The feed flow rate is considered constant and to control the385

feed flow into themembrane an actuating bypass valve is con-386

sidered. The objective of the controller in this subsystem is to387

stabilize both bypass flow rate and retentate flow rate (flow388

speeds) as the outputs of the subsystem to their desired values389

by adjusting the bypass valve and retentate valve (evb, evr )390

as the control inputs (Fig. 3). The proposed controller should391

not only stabilize the outputs of the subsystem to their desired392

values but also should be able to compensate for the uncer- 393

tainties and disturbances. 394

The SDRE is a sup-optimal controller for nonlinear sys- 395

tems [51], [52], [53], [54]. Its design is systematic and is 396

similar to the LQR theorem for LTI systems. 397

The SDRE controller is a generalization of the infinite- 398

horizon time-invariant LQR controller for nonlinear systems. 399

The weighting matrices and the algebraic Riccati equation 400

(ARE) are state-dependent. At each time step, these matrices 401

are constant, and the LQ optimal control problem is solved 402

in each time step. Moreover, the LQR controller is robust in 403

dealing with disturbances and uncertainties. In the SISO case, 404

the LQR design has>60◦ phase margin, infinite gain margin, 405

and a gain reduction tolerance of −6dB. Hence, the SDRE 406

controller is robust similarly. 407

The nonlinear optimal regulator control method or the 408

State-Dependent Riccati Equation (SDRE) controller solves 409

an algebraic Riccati equation to generate the optimal con- 410

trol law. The unique feature of this method is that due to 411

the state-dependent nature of the coefficients, the Riccati 412

equation is solved in each step with different coefficients. 413

This means that the feedback control gain at each stage is 414

different from the previous stage. The control law is able to 415

actively adjust itself in response to changes in system param- 416

eters. In addition, the degrees of freedom of the controller 417

design increase due to the existence of non-unique and state- 418

dependent coefficients. 419

Consider a nonlinear system as follows: 420

ẋ = f (x)+ g (x) u (t) , x (0) = x0 (19) 421
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FIGURE 8. Pressure and motor speed control loops.

TABLE 3. Parameters of the system used in simulations.

Suppose g (x) = B(x). Here, x ∈ Rn, and u ∈ Rm are the422

state and the control inputs vectors, respectively. Also, f :423

Rn
→ Rn, B : Rn

→ Rn×m, and B 6= 0,∀x. The aim of the424

controller is to regulate the system outputs to their desired425

values while optimizing the following performance index:426

J =
1
2

∫
∞

0

(
xTQ (x) x + uTR (x) u

)
dt (20)427

where Q(x) is a positive semi-definite weighting matrix and 428

R (x) is a positive-definite weighting matrix. As shown in 429

Eq. (20), a tradeoff between states and control input impor- 430

tance can be considered using Q(x) and R(x) which are 431

state-dependent. 432

Assumption 1: Function f (x) is continuous differentiable 433

with respect to x for all values of x. 434
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FIGURE 9. Performance of the MPPT fuzzy-IWA controller in comparison with the
hill-climbing method.

FIGURE 10. Behavior of the motor-pump subsystem; a) Tracking of the desired speed by the induction motor, b) Electromagnetic torque,
c) Rotor flux, d) Direct current of the stator.

Assumption 2: The equilibrium point of the system with435

u = 0, is x = 0. This means f (0) = 0, and436

B(0) 6= 0.437

These two assumptions imply the existence of a gen-438

eral state-dependent parameterization for f (x). Therefore,439

the nonlinear differential equation (19) can be written 440

as (21): 441

ẋ = A (x) x + B (x) u (x) , x (0) = x0, f (x) = A (x) x 442

(21) 443
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FIGURE 11. Behavior of the Ro subsystem; a) Feed stream speed, b) Speed of the bypass stream, c) Speed of the retentate stream,
d) Speed of the permeate stream.

A (x) and B (x) are state-dependent matrices. The following444

definitions are used for the state-dependent parameterization:445

Definition 1: A (x) is a controllable parameterization of the446

nonlinear system if the pair {A (x) ,B (x)} is controllable for447

all x.448

Definition 2: A (x) is a stabilizable parameterization of the449

nonlinear system if the pair {A (x) ,B (x)} is stabilizable for450

all x.451

Definition 3: If for all values of x, eigenvalues of A(x)452

locate in the left hand of imaginary axis, A(x) is Hurwitz.453

Also, some more assumptions are made as follows:454

Assumption 3: A(0), B (0), Q(0), and R(0) are matrix rated455

functions C1(Rn).456

Assumption 4: The pairs A (x) ,B (x) and
{
A (x) ,Q

1
2 (x)

}
457

are point stabilized, and observable parameterizations of the458

nonlinear system (19) for all values of x.459

The representation of the matrix A(x) is not unique when460

the order of the system is 2 and more. When A1(x) and A2(x)461

are two different representation of f (x), another representa-462

tion cab be as follows:463

A (x) = αA1 (x)+ (1− α)A2 (x) , 0 ≤ α ≤ 1 (22)464

FIGURE 12. Behavior of the system pressure.

The parameter α should be chosen such that the pair 465

A (x) ,B (x) has more degree of controllability. In other 466

words, the controllability matrix (8c) determinant becomes 467

maximum, where: 468

8c =

[
B (x)A (x)B (x) . . . .An−1 (x)B(x)

]
(23) 469

95594 VOLUME 10, 2022



H. D. Nejad et al.: FSDRE Control of the Reverse Osmosis Desalination System With Photovoltaic Power Supply

FIGURE 13. Control inputs in the Ro subsystem; evb and evr.

The feedback controller will have the same form as the linear470

mode:471

u (x) = −R−1 (x)BT (x)P (x) x (24)472

P(x) is the positive definite solution of the following473

equation:474

P (x)A (x)+AT (x)P (x)−P (x)B (x)R−1 (x)BT (x)P (x)475

+Q (x) = 0 (25)476

The closed-loop dynamics is as follows:477

ẋ =
[
A (x)− B (x)R−1 (x)BT (x)P (x)

]
x (26)478

So, the feedback gain is as follows:479

K (x) = R−1 (x)BT (x)P(x) (27)480

As can be seen from these equations, the control gain depends481

on the x-vector. The advantages of this technique include its482

simplicity and effectiveness. As observed, no attempt was483

made to solve the Hamilton-Jacobi-Bellman equation. When484

the coefficients and weight matrices are constant, the non-485

linear optimal regulator problem becomes the well-known486

linear optimal regulator problem. Asymptotic stability in this487

method is proved by Lyapunov stability theory.488

Stability Proof: Assume that Q(x) is large or R(x) is489

small enough, so that:490

Ṗ− Q− PBR−1BTP < 0 (28)491

Therefore, for any state-dependent parameterization, if the492

nonlinear system is controllable and observable, the closed-493

loop solution will always be asymptotically stable.494

Suppose:495

V (x) = xTP (x) x (29)496

where, V (x) is the Lyapunov candidate function and P (x) is497

the solution of Riccati equation (25). Due to the observability498

of A (x):499

V (x) > 0, P (x) > 0 (30)500

The derivative of V (x) is: 501

V̇ = xT Ṗx + xTPẋ + ẋTPx 502

= xT Ṗx + xTP
(
Ax − gR−1gTPx

)
503

+

(
Ax − gR−1gTPxT

)
Px 504

= xT
(
Ṗ+ PA− PBR−1BTP+ ATP− PBR−1BTP

)
x 505

= xT
(
Ṗ− Q− PgR−1gTP

)
x (31) 506

Therefore, V̇ < 0 and since parameterization A(x) is control- 507

lable and observable, there is a constant P̄ > 0 such that: 508

V (x) = xTP (x) x ≥ xT P̄x (32) 509

The above equation determines that when ||x|| → ∞, 510

V (x)→∞. So, the equilibrium point in the origin is always 511

asymptotically stable [55]. � 512

To track the desired output, the integral controller is used 513

as follows: 514

ėb = vb − vb,des (33) 515

ėr = vr − vr,des (34) 516

where vb,des and vr,des are the desired values of vb and vr . So, 517

the dynamics of the RO subsystem is as follows: 518

dvb
dt
=

A2P
AmKmV

(
vf − vb − vr

)
+

AP
ρV

1π −
1
2

APv2b
V

evb

dvr
dt
=

A2P
AmKmV

(
vf − vb − vr

)
+

AP
ρV

1π −
1
2
APv2r
V

evr
deb
dt
= vb − vb,des

der
dt
= vr − vr,des

519

(35) 520
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FIGURE 14. Behavior of the Ro subsystem in dealing with changes in the feed water salt concentration; a) Feed stream speed b) Speed of
the bypass stream, c) Speed of the retentate stream, d) Speed of the permeate stream.

Matrix A(x), B(x), Q(x), and R(x) are considered as follows:521

A =


−K1 −K1 0 0
−K1 −K1 0 0
1 0 0 0
0 1 0 0

 (36)522

B =


K2v2b 0
0 K2v2r
0 0
0 0

 (37)523

Q = 108vb


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (38)524

R =

[
10−3v2b 0

0 1.5× 103vr

]
(39)525

where K1 =
A2P

AmKmV
and K2 =

1
2
APv2r
V .526

FIGURE 15. System pressure in dealing with changes in the feed water
salt concentration.

IV. SIMULATION RESULTS 527

In this section, several simulations have been done to show 528

the robustness and effectiveness of the proposed controllers. 529
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FIGURE 16. Behavior of the system in the presence of noise; a) implemented noise, b) Speed of the motor, c) Speed of the feed stream,
d) Speed of the bypass stream, e) Speed of the retentate stream, f) Speed of the permeate stream.

MATLAB/Simulink environment is used for simulation by530

the parameters of the system are presented in Table 3.531

The block diagram of the whole system is shown in532

Fig. 1.533

The performance of the IWA-optimized MPPT fuzzy 534

(Fuzzy-IWA) controller in comparison with the hill-climbing 535

method in different radiation intensities is shown in Fig. 9. 536

Solar radiation is startedwith E= 1000W/m2 and changed to 537
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FIGURE 17. Behavior of the system in dealing with changes in rotor resistance; a) Change in rotor resistance, b) Motor speed, c) Torque,
d) System pressure.

800W/m2 at time t= 3 s and then to 900W/m2 at time t= 6 s538

at a constant temperature T= 25 ◦C. As shown in this figure,539

the optimized fuzzy controller with the IWA (Fuzzy-IWA)540

has better performance in achieving maximum power points541

in comparison with the hill-climbing method. The proposed542

fuzzy controller not only has fewer fluctuations but also is543

more robust than the hill-climbing method.544

The proposed fuzzy-IWA controller is not only optimal545

but also has simpler structure and less membership functions546

which causes faster response time in comparison with other547

MPPT fuzzy controllers [44], [56], [57]. The fluctuations548

of the hill-climbing method can be decreased by lowering549

the sampling time but it increases the rise time. These two550

problems (rise time and fluctuations) have been eliminated551

by the fuzzy-IWA controller.552

In designing the MMPT controller, the performance of the553

system may be better by adding more membership functions554

or using better optimization algorithms. However, it causes555

more computational costs. Considering a new control struc-556

ture may cause better MPP tracking. However, the proposed557

controller does not need the model of the system; in other 558

words, it is a model-free controller. 559

The behavior of the motor-pump subsystem is presented 560

in Fig. 10. Tracking of the desired speed is done perfectly 561

by the induction motor and the dynamics of tracking is 562

good. As shown in Fig. 8, the desired speed comes from the 563

pressure control loop. So, the appropriate flow rate is fed 564

by the pump into the membrane to supply desired pressure 565

for the RO membrane. The electromagnetic torque, direct 566

stator current, and rotor flux are shown in Figs. 10b-d. 567

The electromagnetic torque is settled to a higher value than 568

TL to attenuate the effect of friction. As shown, the direct 569

flux is kept constant which is in accordance with the FOC 570

method. 571

The desired system pressure is Psys = 457.51 psi [25] 572

which should be reached by adjusting the feed flow rate; and 573

the feed flow rate depends on the induction motor speed. 574

In this study, the feed flow speed is constant (Fig. 11-a) and 575

the feed flow rate into the RO membrane is adjusted by a 576

bypass valve. 577
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FIGURE 18. Behavior of the system in dealing with faults in bypass valve; a) Speed of the bypass stream, b) Speed of the retentate
stream, c) Speed of the permeate stream, d) Pressure of the system.

The desired values of the bypass and retentate flow speeds578

are set to 1.123 m/s and 4.511 m/s respectively [25]. The579

behavior of the RO subsystem is shown in Fig. 11 which580

shows the good performance of the SDRE controller.581

Although the SDRE controller is a suboptimal controller582

with many advantages, especially in practical implementa-583

tion, it needs the mathematical model of the system. If the584

mathematical model of the system has many uncertainties,585

it will affect the performance of the system.586

The response of the permeate stream speed is shown in587

Fig. 11d, which depends on the bypass and retentate stream588

speeds (Figs. 11b-c). The behavior of the pressure of the589

system is shown in Fig. 12. As shown in these figures, the590

rise time and overshoot are appropriate.591

The response of the pressure of the system (Fig. 12) shows592

the good performance of the fuzzy-PID controller. The sys-593

tem pressure is adjusted to its desired values after some594

deviations which are due to the transient phase of the system.595

It should be noted that reaching the desired system pressure596

is essential for the RO subsystem.597

The control inputs for the RO subsystem are shown in 598

Fig. 13 which shows that the variation of evb is more than 599

evr . At first, evr is zero and then rises to its final value while 600

evb increases sharply at first and then settles to its final value. 601

A. ROBUSTNESS OF THE PROPOSED CONTROLLER 602

In this section, some variations on the parameters of the 603

system are applied to show the robustness of the proposed 604

controllers. To this aim, changes in feed water concentration, 605

rotor resistance, and noise in outputs are applied. 606

The performance of the system in dealing with changes 607

in the feed water concentration is shown in Fig. 14. The 608

feed water concentration varies from its nominal value up to 609

four times the nominal value. As shown in this figure, the 610

SDRE controller can overcome the uncertainty in feed water 611

concentration. 612

As expected, by increasing the feed water concentration, 613

the permeate stream speed decreases (Fig. 14d). This is due to 614

an increase in osmotic pressure which increases the resistance 615

of the flow inside the membrane. So, the feed flow rate must 616
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FIGURE 19. Comparison between the super-twisting sliding mode (STSM) control and the state-dependent Riccati equation (SDRE)
control; a) Speed of the bypass stream, b) Speed of the retentate stream, c) evb, d) evr.

be decreased to preserve the system pressure at its desired617

value (Fig. 11a). Moreover, the outputs track their desired618

value with no steady-state error that presents the robustness619

of the SDRE controller (Figs. 11b-c).620

The behavior of the system pressure in dealing with621

changes in the feed water salt concentration is shown in622

Fig. 15. As shown in this figure, the fuzzy-PID controller reg-623

ulates the system pressure to its desired value. Fig. 15 shows624

that the increase in the feed water salt concentration makes625

the rise time in the system pressure behavior decreases.626

One of the problems in real-world applications is mea-627

surement noises. To show the performance of the closed-loop628

system in the presence of measurement noise, a large white629

Gaussian noise signal is added to the retentate flow sensor630

measurement. As shown in Fig. 16, the SDRE controller631

removes almost 93% of the noise (Fig. 16e) and the outputs of632

the system track their desired values (Fig. 16b and Figs. 16d-633

e). As shown in this figure, the bypass stream speed is not634

affected by noise (Fig. 16d) and the system pressure is near635

its desired value (Fig. 16f). However, the system pressure636

is regulated to its desired value. It is proved that the SDRE 637

controller is able to immune the system in dealing with large 638

measurement noises. 639

B. FAULT TOLERANT CONTROL 640

The real PV-RO systemmaybe deals with different faults. So, 641

in this section, the performance of the proposed controller in 642

dealing with faults is considered. 643

At first, to test the fault-tolerant control of the field- 644

oriented controller (FOC), variations in rotor resistance are 645

considered. Two increases in rotor resistance are imposed, a 646

50% increase at t=5s and then to 100% at t=10s (Fig. 17a). 647

The behavior of the system in dealing with changes in rotor 648

resistance is shown in Fig.17. As shown in this figure, the 649

closed-loop system has appropriate performance in dealing 650

with changes in rotor resistance. 651

The tracking of the desired speed is shown in Fig. 17b 652

which shows that the small effect of rotor resistance changes 653

on system behavior. Moreover, the electromagnetic torque 654

remains constant and just a small drop occurs while the rotor 655
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resistance changes. The effect of rotor resistance changes on656

the system pressure is very small (Fig. 17d).657

Fault in the bypass valve is also considered by imple-658

menting a 20% and 30% loss in their effectiveness at times659

t=5s and t=10s, respectively. The behavior of the system in660

dealing with faults in the bypass valve is shown in Fig. 18.661

As shown in this figure, the SDRE controller is robust in deal-662

ing with faults in the bypass valve. The faults in the bypass663

valve induce only small deviations in the system response.664

In comparison with [25], the SDRE controller has no chat-665

tering and its implementation is easier. Moreover, the design666

flexibility in the SDRE method is higher. The comparison667

between the super-twisting sliding mode (STSM) control668

and the state-dependent Riccati equation (SDRE) control is669

presented in Fig. 19. As shown in this figure, the rise time of670

the STSMC is smaller than the SDRE method. However, the671

fluctuations of the system outputs in the STSMC are higher.672

Moreover, both control inputs evb and evr in the STSMC are673

highly chattering and their changes are more drastic.674

V. CONCLUSION675

In this paper, the whole subsystems of the PV-RO desali-676

nation system consisting of PV generator, induction motor,677

centrifugal pump, and RO membrane were considered. For678

each subsystem, i.e. PV subsystem, motor-pump subsys-679

tem, and RO subsystem, a controller was designed. For the680

MPPT of the PV solar system, a new optimized fuzzy con-681

troller was designed. The proposed fuzzy controller has a682

simpler structure and is optimized with the invasive weed683

(IW) metaheuristic algorithm. For the speed control loop684

and the pressure control loop, a fuzzy controller was used.685

Then, a novel application of the SDRE method was used686

in controlling the RO subsystem. In the RO subsystem, the687

controller manipulates the bypass and retentate valves. The688

performance of the whole system was tested numerically in689

MATLAB/Simulink environment in different uncertain and690

faulty conditions. Simulation results show the robustness and691

effectiveness of the proposed controllers.692
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