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A B S T R A C T   

Accurate simulation of tumor growth during chemotherapy has significant potential to alleviate the risk of 
unknown side effects and optimize clinical trials. In this study, a 3D simulation model encompassing angio-
genesis and tumor growth was developed to identify the vascular endothelial growth factor (VEGF) concentration 
and visualize the formation of a microvascular network. Accordingly, three anti-angiogenic drugs (Bevacizumab, 
Ranibizumab, and Brolucizumab) at different concentrations were evaluated in terms of their efficacy. Moreover, 
comprehensive mechanisms of tumor cell proliferation and endothelial cell angiogenesis are proposed to provide 
accurate predictions for optimizing drug treatments. The evaluation of simulation output data can extract 
additional features such as tumor volume, tumor cell number, and the length of new vessels using machine 
learning (ML) techniques. These were investigated to examine the different stages of tumor growth and the 
efficacy of different drugs. The results indicate that brolucizuman has the best efficacy by decreasing the length 
of sprouting new vessels by up to 16%. The optimal concentration was obtained at 10 mol m− 3 with an effec-
tiveness percentage of 42% at 20 days post-treatment. Furthermore, by performing comparative analysis, the best 
ML method (matching the performance of the reference simulations) was identified as reinforcement learning 
with a 3.3% mean absolute error (MAE) and an average accuracy of 94.3%.   

1. Introduction 

Anti-angiogenic drugs have been the subject of significant research 

and many trials for their efficacy in treating solid tumors. Oncogenic 
progression in solid tumors relies on new microvessels sprouting from 
existing vessels, known as tumor angiogenesis, to supply oxygen and 
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nutrients and remove metabolic waste [1–3]. The Folkman hypothesis 
states that new blood vessels sprout from parent vessels when cell pro-
liferation and hypoxia occur, secrete tumor angiogenesis factor (TAF) 
[4]. The stimulation of blood vessels induces angiogenesis induction by 
one of the essential TAFs, the vascular endothelial growth factor (VEGF) 
[5]. After the avascular stages of tumor growth (tumor size of approxi-
mately 1 mm), vascular steps emerge through angiogenesis, the most 
critical factor in tumor progression [6]. Amongst current developments 
and different approaches in cancer therapeutics, anti-angiogenic drugs 
produce promising outcomes [7,8]. 

Although there has been a rapid increase in the number of clinical 
trials on anti-angiogenic drugs, there have been challenges due to 
inefficient trial design, recruitment and data collection difficulties, and 
complexity in maintaining and monitoring expensive laboratory exper-
iments [9,10]. Researchers have evaluated mathematical models based 
on underlying biological properties to understand better the various 
processes involved in drug development and preclinical evaluation 
[11–15]. The advantage of this approach is that the biological features of 
the drugs can be tested by changing the parameters values of the models. 
The current research focuses on the three-dimensional simulation of 
tumor growth, with and without a prescription, to identify the differ-
ential benefits of the anti-angiogenic drugs bevacizumab, ranibizumab, 
and brolucizumab and their efficacy in inhibiting tumor growth. Vila-
nova et al. [16] studied a combination of computational and imaging 
models of tumor-induced angiogenesis using graph theory [17–19] to 
overcome some challenges in tumor growth treatment. 

Additionally, Tang et al. [20] developed pressure-based 3D compu-
tational modeling of tumor growth and angiogenesis to evaluate 
chemotherapy drug responses. Their mathematical modeling indicated 
that solid tumor shape is related to interstitial fluid pressure, resulting in 
different tumor geometries. They studied different Avastin concentra-
tions and assessed their distribution and tumor morphology. Yanagi-
sawa et al. [21] applied a mathematical-based simulation that 
considered angiopoietin as an essential factor in vessel growth during 
angiogenesis. 

1.1. Mathematical background 

ML is a type of Artificial Intelligence (AI) method that permits the 
computer to contain some information without any explicit programs. 
The most significant contribution of the ML method is to prepare the 
artificial brains to start learning procedures without any human assis-
tance. ML has consisted chiefly of three approaching groups called su-
pervised, unsupervised, and reinforcement learning. Supervised 
learning needs someone to prepare input and required output as a 
dataset, with respect to providing reaction as it is called feedback about 
the learning accuracy within the training procedure. On the other hand, 
unsupervised learning does not need any training steps. The other group 
is reinforcement learning which is entirely related to training about the 
correct and false answers. 

Artificial intelligence (AI)-based machine learning (ML) methods are 
appropriate for modeling the intrinsic complexities of biomedical sys-
tems without explicit knowledge of underlying interactions. While 
mathematical modeling is dependent on causality, statistical and ML 
methods determine the correlations from the data themselves [22,23], 
facilitating the systematic processing of big data and the inference of 
hidden patterns relating to biological problems. Thus, while AI-based 
methods can potentially provide high predictive accuracy given appro-
priate training, they usually do not provide any mechanistic perspective 
on the problem [24]. A general understanding of the basic dynamics of 
the system is almost impossible as an opportunity to generalize the 
behavior of the “learned” system. To meet these two challenges with the 
ultimate goal of increasing the accuracy of predictions, the authors 
present a predictive method that combines mathematical modeling and 
ML. As a proof of concept, the proposed method was tested on artificial 
datasets of tumor growth. Adeli et al. [25] advanced a multi-paradigm 
approach for automated electroencephalogram (EEG)-based diagnosis 
of various neurological and psychiatric disorders through adroit inte-
gration of signal processing techniques such as wavelets [26,27], 
nonlinear science/chaos theory [28], and neural network/machine 
learning [29]. These disorders include epilepsy and seizure detection 
[30–33], Alzheimer’s disease (AD) [34], mild cognitive impairment 
(MCI) [35–38], Parkinson’s disease [39–43], dementia classification 

Table 1 
Examples of research utilizing AI for tumor growth modeling.  

Reference Description Journal/Year Analysis method Dataset Remarks 

Przedborski 
et al. [71] 

Systems biology informed neural 
networks (SBINN) predict response 
and novel combinations for PD-1 
checkpoint blockade 

Communications 
Biology/2021 

Systems biology informed 
neural networks (SBINN) 

Ex-vivo dataset 
with 37 patients 

The method aids in the development of 
targeted experiments for patient drug 
screening and identifying novel 
therapeutic targets. 

Yazdjerdi 
et al. [72] 

Reinforcement learning-based 
control of tumor growth under 
anti-angiogenic therapy 

Computer Methods and 
Programs in 
Biomedicine/2020 

Q-learning algorithm 
(reinforcement) 

Obtained from 
mathematical 
modeling 

The proposed reinforcement learning 
controller for cancer treatment utilizes 
anti-angiogenic treatment to identify 
effective and novel results. 

Zwep et al. 
[23] 

Identification of high-dimensional 
omics-derived predictors for tumor 
growth dynamics using machine 
learning and pharmacometric 
modeling 

Pharmacometrics and 
Systems 
Pharmacology/2021 

Machine learning and 
pharmacometric modeling 

4,000 PDX from 
of 277 patients 

Combining machine learning and 
pharmacometric modeling can be used to 
gain pharmacological understanding in 
genomic factors in treatment response. 

Tang et al. 
[22] 

Image-based classification of 
tumor type and growth rate using 
machine learning: a preclinical 
study 

Scientific Reports/ 
2019 

Different machine learning 
methods including decision 
tree, random forest, and 
support vector machine 

87 images Predictive models can utilize standard 
medical images for classification and 
prediction of tumor types. Using this 
model, some parameters such as gray- 
level co-occurrence matrix (GLCM) size, 
tumor region, and tumor type were 
investigated. 

Mascheroni 
et al. [24] 

Bayesian combination of 
mechanistic modeling and 
machine learning (BaM3): 
improving clinical tumor growth 
predictions 

Communications 
Medicine/2021 

Mathematical modeling and 
machine learning 

N-patient 
ensemble dataset 

Combining two different approaches 
results in predictions improvement in all 
patients. 

Heydarpour 
et al. [73] 

Solving an optimal control 
problem of cancer treatment by 
artificial neural networks 

International Journal 
of Interactive 
Multimedia &/2020 

Artificial neural network Obtained from 
mathematical 
simulation 

They investigated optimal dose of 
chemotherapy drug and its concentration 
in the treatment process.  
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[44,45], autism spectrum disorder (ASD) [46,47], major depressive 
disorder (MDD) [48–51], bipolar disorder [52], attention deficit hy-
peractivity disorder (ADHD) [53], schizophrenia [54], alcoholism [55] 
and sleep stage classification [56,57]. This research on developing novel 
algorithms is intended to transform the practice of neurology and psy-
chology [58]. Hassanpour et al. [59] presented an end-to-end deep 

learning methodology for classifying multiclass motor imagery EEG 
signals for brain-computer interface (BCI) applications. Recently, 
several authors have employed deep neural networks such as convolu-
tional neural networks (CNNs) for epilepsy diagnosis [60,61], seizure 
detection [62,63], seizure prediction [64], seizure control [65], autism 
diagnosis [66] and autism prediction [67]. Mirzaei et al. [68] reviewed 

Fig. 1. Overview of the presented methodology and data employed in this work.  

Fig. 2. A step-by-step flowchart of the employed multiscale mathematical modeling of tumor growth.  
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imaging and machine learning approaches to diagnose AD. A review of 
AI techniques for automated diagnosis of neurological disorders was 
presented by Raghavendra et al. [69]. A comprehensive review of ML 
methods and statistical analysis for EEG-based diagnosis of AD was 
recently presented by Tzimourta et al. [70]. 

ML methods have the potential to increase the accuracy of prediction 
for different biological systems, including biological factors of tumor 
growth, as demonstrated by the reviewed examples in Table 1. 
Following a comprehensive literature review on this issue, the authors 
concluded that the feature extraction of several critical parameters 
should be investigated during the drug administration procedure to 
monitor drug effects on tumor cells. Consequently, advances in 
computational methods, notably ML, have made it possible to simulate 
the effects of different anti-angiogenic drugs on solid tumors, potentially 
leading to improvements in clinical trials. 

In medical based cancer prediction researches, Stadlbauer et al. has 
evaluated the potential for the development of high-performance deci-
sion support tools of precision oncology with reinforcement learning 
methods [74]. Another research by Yala et al. has done with this method 
in order to the breast cancer monitoring and prediction [75]. In the 
random forest application, Feng et al. analyzed multicategory outcomes 
of colorectal cancer [76] and long short-term memory (LSTM) [37, 
77–79], were employed in this study to examine the effects of 
anti-angiogenic drugs on treatment efficacy using mathematically 
simulated data. For the first time, to the authors’ best knowledge, 
computational modeling based on governing equations was employed 
before employing an ML method in order to prepare the dataset from the 
tumor growth simulation. 

From an application perspective, this research also aimed to deter-
mine the most effective anti-angiogenic drug among bevacizumab, 
brolucizumab, and ranibizumab. Accordingly, the three ML methods 
determined the optimal chemotherapy administration time and con-
centration. A comparative analysis of the different ML algorithms was 
performed to determine the optimum prediction speed and accuracy. By 
classifying the cancer volume into three stages (day 30–40, 40–50, and 
50–60), the effects of chemotherapy were monitored during different 

treatments. The integrative approach developed in this research, shown 
schematically in Fig. 1, is particularly effective for computationally 
intensive datasets, particularly when the dimensionality of the data 
exceeds the sample size, which is often the case in medical applications 
because of the limited availability of data. In addition to predicting the 
exact tumor volume and drug concentration required during tumor 
growth, this approach and its output can benefit oncologists in the 
administration of chemotherapy in actual practice for cancer treatment 
in the future. 

Mathematic-based 3D modeling of tumor growth and its angiogenic 
network discretized the governing equations described in the method-
ology section. The centerpiece concept behind tumor growth simulation 
is the pressure gradient of the primary tumor cells, which grows under 
specific circumstances. After the simulation was completed, the 
collected dataset was imported into the ML algorithms for training. 
Subsequently, the three algorithms were evaluated according to 
different factors to determine the most accurate method in terms of 
prediction. 

2. Methods 

2.1. Simulation algorithm 

The goal of the mathematical simulation model is to evaluate in-
formation about each step of tumor growth, measure how a drug can 
affect the tumor at different levels of growth, and predict its future status 
[80,81]. A recently developed mathematical simulation model was 
implemented using a programming language. In this study, the Hayato 
Yanagisawa model was modified for the simulation with some differ-
ences [21]. However, this study neglected the effects of angiopoietin on 
vessel growth. A step-by-step flowchart of the multiscale mathematical 
modeling of tumor growth developed in this study is presented in Fig. 2. 
Generally, tumor growth is divided into three different layers: cellular, 
intratumoral, and tissue level and the proposed model uses the pressure 
gradient as the basis for initiating tumor growth and further at the tissue 
level. The intratumoral level includes the mass transfer emitted from the 

Fig. 3. The detailed information about each scale of the tumor growth.  
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cell or transferred to it. This transfer consists of the TAF, nutrients, 
waste, and drugs. The computational model characterizes tumor growth 
physically and chemically from the avascular to the vascular state. It can 
also capture the destructive effects that remain in the tumor from 
different drug types and concentrations during angiogenesis. 

At the tissue level, the tumor pressure model was used to examine the 
effect of pressure on neoangiogenesis and rapid cell division. The pres-
sure of the avascular tumor, which leads to compression of the inter-
stitial fluid of the endothelial cells and the rapid division of cells, named 
cell-induced tumor pressure (CTP), is observed at this stage [82–84]. 
Furthermore, vasculature-induced tumor pressure (VTP) is calculated 
when neovascularization caused by vessel perfusion occurs. The growth 
pressurization model uses CTP and VTP to calculate the total tumor 
pressure at the tissue level. At the beginning of the intratumoral level, 
the interstitial fluid velocity was calculated to investigate the transport 
of the tumor cell metabolism, drugs, and tumor angiogenesis factor 
(TAF) [85,86]. The distribution of each tumor growth factor, such as 
nutrients and waste obtained from cellular metabolism, TAF, and 
anti-angiogenesis drugs, is described by utilizing the discretization 
method to solve a set of partial differential equations numerically. Cell 
activity and cell vital energy (CVE) were determined to investigate cell 
phenotypes at the cellular level. Three different cell types were intro-
duced: living, quiescent and necrotic cells. The proliferation process 
begins with cell division and tumor growth in living cells. The structure 
of this model is illustrated in Fig. 2 and it is clarified on Fig. 3. 

In Fig. 2, all parameters are defined in a flowchart that can effec-
tively simulate tumor growth progression from avascular to vascular 
states in the presence of the three drugs and concentrations. 

The simulation started with five commonly planted endothelial cells 
in the center of a three-dimensional 1 cm3 space with 200 grid cells on 
each cube’s surface. Each tumor cell resembles a sphere with a 60-μm 
diameter. Parent vessels are initially added as a stable input and grow as 
a dynamic vessel network during the following days. Drug treatment 
was initiated on day 40 of tumor growth stimulation, and its responses 
were investigated over the next 20 days. 

2.2. Governing equations of tumor growth in different steps 

The mathematical modeling was inspired by Yanagisawa’s research, 
where the angiopoietin factor is considered and analyzed. However, this 
factor was neglected in this research because the aim was to find the best 
drug for an arbitrary simulated tumor. In the present model, two 
different definitions of tumor pressure were used by combining the CTP 

and VTP at a particular point which is the tumor location in a compu-
tational 3-D space X0 (x0,y0,z0) where CTP at X0 is the summation of 
pressure across N tumor cells (Eq. (1)) [16]. Fig. 4 shows the location of 
a tumor cell in a three-dimensional (3D) space. 

This tumor angiogenesis simulation was conducted for 60 days with 
half an hour of steps per day. Initial assumptions included O2 and VEGF 
factor uniformly diffused throughout the space, sufficient nutrients 
present, and blood vessels in a stable state. 

The assumptions were as follows:  

3. Tumor pressure, p0 = 60 [mmHg] and capillary pressure, pV = 30 
[mmHg]. 

4. Tumors grow toward the lower interstitial pressure of 26 neigh-
boring grid points.  

5. Tumor migration is neglected in this simulation. 

New sprouts occur when the condition of VEGF concentration 
equation is satisfied. 

PcX0 =
∑N

i=1
(X0.Xi) (1)   

N=(2k+1)3                                                                                     (2) 

In Eq. (1), Pc represents the pressure exerted by surrounding tumor 
cells at X0. Hence, the number of these surrounding tumor cells is pre-
sented by Eq. (2) (mathematical based equation), where k is the number 
of grid points per side. Furthermore, Pc is the tumor pressure in Xi 
exerted on X0. By knowing that the tumor pressure is determined by 
adding VTP value to CTP, VTP is defined as follows [20]: 

PvX0 =
∑N

i=1
(X0.Xi) (3) 

VTP is the sum of vascular endothelial cells that exist next to X0. This 
means that VTP is considered only in the vascularized state of the tumor. 
Furthermore, the tumor pressure was assumed to be 60 mmHg, and the 
capillary pressure was 30 mmHg [21]. 

Oxygen is the essential nutrient necessary for tumor growth. The four 
different methods for oxygen transfer in a tumor are 1) diffusion, 2) 
convection, 3) secretion from blood cells, and 4) consumption by the 
tumor, which appear as vital terms in Eq. (4). Each partial differential 
equation (PDE) was solved using the finite difference method as part of 
the mathematical modeling. The following equation represents the 
tumor oxygen concentration [21]: 

∂o
∂t

=Do∇
2o − ∇ ⋅ (u ⋅ o)+ ρo(rv.(pv − p))δ∑ v − λo(Ai)δ∑T (4)  

where o is the tumor oxygen concentration mol.m− 3, Do is the oxygen 
diffusion coefficient, p is the gradient of the tumor pressure, rv is the 
removal term, and Ai is the activity of the tumor cells. These activities 
were related to the intratumoral layer in Fig. 2. In addition, δ∑ v in-
dicates that oxygen secretion occurs only in vascular cells, but δ∑T 

indicates that oxygen consumption is in all tumor cells. The oxygen 
secretion from blood cells is defined as follows [13]. 

ρo(rv.(pv − p))δ∑ v = ρn0RiW (5) 

In which ρn0 is the oxygen supply rate, Ri is the vital nearest vessel 
radius, and W is the normalized weight function defined as Eq. (6) [20]. 

pv − p
p   

W= (6) 

pv − p ≤ 0 

Fig. 4. The location of a tumor in three-dimensional space.  
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where pv is the vessel pressure, and p is the tumor pressure. If the tumor 
pressure is less than the arterial wall pressure related to the nearest 
vessel, oxygen secretion from the blood cells does not occur. Otherwise, 
it occurs when the arterial wall pressure exceeds the tumor pressure. For 
this purpose, the pressure weight function is used by Eq. (6) to represent 
the relative pressure during the tumor growth process [21]. 

The last term of the oxygen concentration PDE equation, Eq. (4), is 
related to the oxygen consumption by the tumor cell. Eq. (7) presents the 
different vital parameters [16]. 

λo(Ai)= λo0Ai (7)  

where λo0 is the oxygen consumption rate, and Ai shows the activity of 
each tumor cell which is mentioned as the intratumoral layer in Fig. 3. 
This factor is measured by the amount of oxygen and carbon dioxide 
transferred in each cell. Eq. (8) is used in order to investigate this 
essential factor of tumor growth in terms of the cell state [21]. 

Ai =
n

n + 1
 exp

(
− 5(w − 1)4

)
(8)  

where w is the carbon dioxide concentration, another important cellular 
metabolic factor. This is modeled by the PDE equation in the same 
manner as the oxygen concentration rate equation with the same terms. 

To understand the tumor cell’s status, the Ai value should be 
considered to determine whether the cell is in a living, quiescent or 
necrotic state. Table 2 presents the cell status classifications for different 
Ai values [20]. 

In addition, cell vital energy (CVE) was introduced to measure the 
amount of energy stored in a cell for proliferation. In a living cell state 
(Ai»0), the cell activity stores energy for further proliferation, but in a 
quiescent state (Ai = 0), cells consume CVEs to support cellular life. The 
specific point in the CVE value, called the threshold level (tcve), is a point 
for initiating the tumor cell proliferation process. Furthermore, for Ai «0, 
the cells were necrotic. CVE is presented by Vi, which depends on the cell 
activity (Ai) factor and k, which is related to the increasing CVE rate in 
two different living and quiescent states. The following equation pre-
sents this classification [16]. 

Ai

Ai + 1
Kactive⋅(active)

dvi

dt
(9)  

− ⋅Kquiescent  (quiescent)

The TAF factor measured the stimulation of blood vessels to cause 
capillary sprouting. The essential factor of TAF is VEGF, which is treated 
similarly in this model. As VEGF secretion causes angiogenesis in tumor 
cells, it is crucial to determine its concentration in each cell type. The 
following equation is a PDE that represents VEGF concentration by 
introducing different practical terms [20]: 

∂c
∂t

=Dc∇
2c − ∇ ⋅ (u ⋅ c)+ ρc(rv.(pv − p))δ∑ v − λc(Ai)δ∑T (10)  

where c is the VEGF concentration and Dc is its diffusion. ρc is a VEGF 
secretion rate and λc is its consumption rate, which means VEGF removal 
from the vessel. δ∑T indicates the process in tip endothelial cells (TEC). 

These terms are described in the following equations [13]: 

ρc(n)= ρc0(1 − n) (11)  

λc(rv)= λc0Ri (12)  

Ri =
Agei

Agei + KAR2
KAR1 (13) 

Eq. (11) presents the effective parameter of VEGF. where ρc0 

Table 2 
Different Ai values and cell status.  

Cell status Living cells Quiescent cells Necrotic cells 

Ai Ai ≥ 0 Ai = 0 Ai < 0  

Table 3 
Parameter values for the 3D tumor model.  

Symbol Value Unit Description Reference 

Do 6.86 m2/s Oxygen diffusion coefficient Estimated 
ρnO 361025 ml/ 

(cm3s) 
Oxygen supply rate Estimated 

λO 361025 ml/ 
(cm3s) 

Oxygen consumption rate Estimated 

Dw 4610214 m2/s Carbon dioxide diffusion 
coefficient 

Estimated 

ρw 161025 mol/ 
(m3s) 

Carbon dioxide secretion rate Estimated 

λw 2.56 ml/ 
(cm3s) 

Carbon dioxide consumption 
rate 

Estimated 

Dc 1.26 m2/s VEGF diffusion coefficient Estimated 
ρC 261029 mol/ 

(m3s) 
VEGF secretion rate Estimated 

λC 0 ml/ 
(cm3s) 

VEGF consumption rate Estimated 

Z1d 1.56 m2/s Bevacizumab diffusion 
coefficient 

[87] 

ρZ1 0.4 ml/ 
(cm3s) 

Bevacizumab consumption rate [87] 

λZ1 0.088 ml/ 
(cm3s) 

Bevacizumab decay rate [87] 

Z2d 2.08 m2/s Ranibizumab diffusion 
coefficient 

[87] 

ρZ2 0.3 ml/ 
(cm3s) 

Ranibizumab consumption rate [87] 

λZ2 0.052 ml/ 
(cm3s) 

Ranibizumab decay rate [87] 

Z3d 2.43 m2/s Brolucizumab diffusion 
coefficient 

[88] 

ρZ3 0.27 ml/ 
(cm3s) 

Brolucizumab consumption rate [88] 

λZ3 0.048 ml/ 
(cm3s) 

Brolucizumab decay rate [88] 

Kactive 1 – Rate of CVE addition by active 
cells 

Estimated 

Kquiescent 0.1 – Rate of CVE addition by 
quiescent cells 

Estimated 

Ri 2 mm Vessel radius Estimated 
KAR1 1 – Vessel radius constant Estimated 
KAR2 500 – Vessel radius constant Estimated 
pi 0.26 mmHg Osmotic pressure of interstitial 

fluid 
Estimated 

pv 30 mmHg Capillary/vascular pressure [89] 
pc 60 mmHg Tumor pressure [89] 
dV 1 mol/m3 Interstitial drug concentration Estimated 
n0 8.4 mol/m3 Standard nutrient concentration Estimated 
w0 10.5 mol/m3 Standard waste concentration Estimated 
C0 4.36 kg/m3 Standard VEGF concentration [89] 
Do 2.13 mol/m3 Standard drug concentration Estimated  

Table 4 
Dataset distribution of AI algorithm which exists for different essential 
parameters.  

Type of parameters Parameter Cell number 

Gradient nutrient 8120601 6496481 1624120 
pressure 8120601 6496481 1624120 
drug 8120601 6496481 1624120 
waste 8120601 6496481 1624120 

Tumor activen number 1981 1584 397 
quiescent number 1981 1584 397 
necrosis number 1981 1584 397 

Angiogenesis vessel length 8120601 6496481 1624120 
TAF 8120601 6496481 1624120  
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represents the VEGF secretion rate. On the one hand, Ri depends on time 
and increases with it. On the other hand, the nutrient delivery and waste 
removal from the cell rise too. In Eq. (13), Agei presents the time for 
sprouting new vessels while KAR1 and KAR2 are constant values. These 
properties are obtained from Table 3. The other essential factors for 
cellular metabolism are carbon dioxide and waste concentration in a cell 
tumor. PDE models these with the same oxygen concentration relation. 
Critical topics while studying angiogenesis are the direction and speed of 
vessel extension. These directly depend on the VEGF factor because 
vessel extension occurs in regions of high hypoxia. 

A chemotherapy method was used to prevent angiogenesis. This 
study chose three anti-angiogenic drugs to inhibit new blood vessel 
sprouting and bind to VEGF. A PDE can model drug concentration in a 
tumor cell with the same four main terms as an oxygen concentration 
(Eq. (4)) plus one additional term related to the decay term as follows: 
[21]. 

∂Z
∂t

=DZ∇
2Z − ∇ ⋅ (u ⋅ Z)+ ρZ(rv.(pv − p))δ∑ v − B − λzd (14)  

where Z indicates each drug among the three drugs (Bevacizumab, 
Ranibizumab, and Brolucizumab from Z1 to Z3 in Table 3). Also, in Eq. 
(14), Dz is the drug diffusion rate, ρZ is the consumption rate, λZ is a 
decay rate and B is the binding of a drug to VEGF. B is added to the main 
equation by considering the drug simulation performance. 

2.3. Preparation of dataset for the ML algorithms 

The datasets obtained from the mathematical simulation represent 
tumor growth and angiogenesis. For each timestep, 1 s in this research, a 
snapshot from a visualization of tumor growth and related data were 
collected in several vital parameters of the growth process (Table 4). To 
this end, nine different simulation runs (optimized between several runs 
from 1 to 11) were performed, each for 60 days from the first day of the 
avascular stage to the last tumor growth stage. Each step (in seconds) 
provided an image with unique features and information about the 
tumor stage, which was utilized to input the ML algorithms [90]. Each 
dataset contained three categories of different stages of the simulation. 
Table 4 presents the data distribution for different essential parameters, 

Fig. 5. Overall structural methodology of this study.  

Fig. 6. Different tumor growth stages and morphologiacal variations in the tumor in the absence of anti-angiogenic drugs.  
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which were generalized for all nine different states (three drugs and 
three concentrations). The dataset was split to produce the training and 
testing datasets at a ratio of 9 1. In other words, 90% of the data were 
used for training and 10% for testing. 

As shown in Table 4, each row presents a different vital parameter for 
tumor growth and the column named “cell number” means the total 
number of tumor cells at a cellular level. So, we have a related parameter 
for each cell status, e.g.(nutrient gradient, VEGF factor). So the contri-
bution of this table in machine learning algorithms is to make a dataset 
from each cell status and then use it in the prediction modeling with AI. 

The importance of the dataset size reflects on the learning accuracy. 
According to the ML requirement, the simulation should be developed to 
prepare a suitable dataset as an input for the ML algorithms. Although 
the trained algorithms will be reduced the overall calculation time, the 

simulation time still plays a vital role in dataset preparation. So the 
simulation time steps are considered half an hour during 50 days of 
simulation. So, there is suitable tumor data, and its visualization exists 
for each time step. Concerning these assumptions, the dataset contains 
2400 time steps, and for each of them, the tumor growth information 
and its visualized images, the splitting rate for train and test datasets, 
2160 data for training the ML algorithms, and 240 data for testing them. 
Furthermore, 50 arbitrary randomized data from 2400 data are used for 
the validation dataset. As one of the main goals of this study is to have a 
comparative analysis between different ML algorithms, it was decided to 
have the same splitting rate for three utilized algorithms. 

2.4. Predictive modeling 

The proposed prediction model aims to overcome the need for 
lengthy and computationally expensive simulation models. It can pre-
dict anti-angiogenic therapeutic effects on complex tissues, including 
the concentration of tumor growth and chemotherapy-related parame-
ters, rate of increase in necrotic cells, and new vessel length. Moreover, 
the ability to collect this dataset from the mathematical simulation into a 
high-throughput format necessitates the generation and efficient 
handling of large datasets and utilizing ML methods to predict drug 
treatment effects on a tumor based on the simulation. Rapid predictive 
modeling is essential for monitoring and forecasting tumor growth and 
the effect of drug treatments because there is a lack of time from pre-
diction to the start of anti-angiogenic therapy for each clinical trial case. 
Different steps visualization of tumor development before and after 
chemotherapy is the main goal, with ML methods potentially being able 
to increase the speed and accuracy of old computational simulations. As 
mentioned above, the primary input into the ML models was the output 
of the mathematical simulation, which was taken as the input at a given 
step in the total simulation time. Because of the nature of the parameters 
studied here, it was necessary to use two basic types of AI methods 
(supervised and RL), and each was evaluated and compared. In RL, the 
output is not independent of the state of the input in the current stage of 
learning, and the next stage output depends on the previous output. In 
supervised learning, the decision is made based on the current input. 
Moreover, it uses labeled datasets from this action, whereas in RL, the 
dataset comprises the data status and previous action. The agent of the 
RL is the computer. The action is to define how much the tumor grows in 
the experimental environment and compare doctor detection concern-
ing artificial intelligence detection. Also the environment is a 

Fig. 7. VEGF concentration in a tumor in the presence of a microvascular 
network near cancer. 

Fig. 8. The number of cells in each of the three different cell types during the simulation. The x-axis represents iteration numbers grouped into classes to aid 
visualization. 
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computational domain with described conditions (Fig. 5), and the state 
and the reward situation are related to the comparison between the 
doctor detection and trained algorithm detection. Fig. 5 shows the 
structural differences between supervised learning and RL. Three AI 
methods are considered after the feature extraction procedure. The 
methods utilized were RL, RF, and LSTM. The emergence of an AI 
method based on feature extraction through simulation outputs resulted 
from this research to analyze and investigate all related parameters 
owing to the mathematical simulation of a tumor. These methods pro-
vide a computational tool trained on simulation results and modeling 
images. 

Seven different metrics were calculated to evaluate algorithm per-
formance: MAE, RMSE, ACC, FPR, TPR, PPV and TNR. The definitions of 
these metrics are given in Eqs.(15)–(22) [91]. 

MAE =
(real value − predicted value)

real value
(15)  

RMSE =
∑n

i=1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(real value − predicted value)2

n

√

(16)  

ACC =
TP + TN

TP + TN + FP + FN
(17)  

FPR=
FP

TN + FP
(18)  

TPR=
TP

TP + FN
(19)  

PPV =
TP

TP + FP
(20)  

TNR=
TN

TN + FP
(21)  

FNR=
FN

TP + FN
(22) 

Real value introduces simulation results, and predicted value in-
troduces the algorithm results, TP is true positive, TN is true negative, FP 
is false positive, and FN is false negative [91]. 

As presented in Fig. 5, the proposed method of this study is presented 
in different steps.  

Step 1 Consider a 3-dimensional cube where the primary endothelial 
cell exists in the middle of the assumed cube. Define suitable 
boundary conditions and essential parameters for arbitrary 
endothelial cells to initialize the governing equations of tumor 
growth and angiogenesis.  

Step 2 The finite element method describes these equations based on 
the transport phenomenon. This procedure was implemented 
using commercial software. Eleven runs were undertaken to 
determine the most accurate approach compared to Yangisawa’s 
study. Moreover, each run involved several iterations, leading to 
convergence. The compiling procedure aims to compute critical 
factors vital for tumor growth, such as nutrient VEGF and oxygen 
concentration. 

Furthermore, drug concentrations were computed. Three anti- 
angiogenic drugs were tested in this study. The most effective method 
for preventing tumor growth by reducing angiogenesis has been 
introduced. 

Step 3 Data collected from the computational model were used as in-
puts for the ML algorithms. Three different ML algorithms are 
studied separately in order to find the most accurate one in the 
case of predicting modeling. 

The main aim of this study was to select the best ML algorithm for 
predicting tumor state at an arbitrary moment of the chemotherapy 
treatment procedure. Therefore, a comparative analysis was performed 
to determine the most accurate method.  

Step 4 Finalize the most accurate algorithm by evaluating different 
evaluation factors 

3. Results and discussion 

3.1. Angiogenesis modeling during tumor growth 

VEGF plays a vital role in physiological angiogenesis, a characteristic 
of tumor growth, and is secreted by hypoxia in tumors. Excessive 
secretion of VEGF and an increase in its concentration leads to tumor 
angiogenesis and expands the microvascular network [92]. Given the 
high clinical importance of VEGF and visualizing the capillary network 
around the tumor (shown in Fig. 5), the VEGF concentration at each 
stage should be determined using computational methods. It was 
investigated because of their obvious concentrations in different tumour 
regions. Fig. 6 presents the VEGF concentration in the vessels was 

Fig. 9. The number of tumor cells in three-drug administration periods (days). 
(a) tumor cell number in a chemotherapy-treated situation with validation and 
(b) comparison between mathematical simulation and ML methods. 
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determined from the day of neoangiogenesis starting on the day of the 
chemotherapy drugs reaching the tumor. 

3.2. Radiomic features extraction for tumors (VEGF) 

As presented in Fig. 6, the characterization of the tumor growth 
process involves two distinct stages: avascular and vascular. The first 
stage occurs during protein synthesis and proliferation of tumor cells 
when the tumor size is approximately 1–3 mm [92]. As hypoxia occurs, 
uncontrolled proliferation appears in a cell, and the tumor enters the 
vascular stage [93]. The initialization of angiogenesis at the vascular 
stage in the second stage creates a new supply rate of nutrients for 
further tumor growth. Fig. 7 presents the different tumor growth stages 
and morphological variations of the tumor without anti-angiogenic 
drugs. 

VEGF concentrations during the different tumor growth stages are 
shown in Fig. 7. Tumor cells secrete VEGF to expand their vascular 
networks and increase their proliferation rate. The VEGF concentration 
in the microvessels around the tumor is shown in red in Fig. 6, with 
thicker dots indicating higher concentrations and lower concentrations 
of lighter dots. In addition, the number of sprouting points around the 
tumor increased during the subsequent growth steps. These points form 
from each vessel and increase in number, and the length of these vessels 
can also increase [94–96]. A 3D model encompassing both angiogenesis 

and tumor growth is shown in Supplementary Video 1. 
Supplementary video related to this article can be found at https://d 

oi.org/10.1016/j.compbiomed.2022.105511 

3.3. Therapeutic effects of anti-angiogenic drugs on tumor growth 

Three anti-angiogenic drugs used to prevent abnormal increases in 
VEGF concentrations in tumor cells were investigated to evaluate their 
impact on treatment outcomes. The treatment results were followed for 
20 days, from 40 to 60 days post-injection. One of the criteria in which 
the effects of a drug on tumor cells are well observed is the number of 
living, quiescent and necrotic cells. These states were used to determine 
the status of the cells during treatment. Living cells refer to cells with 
regular activity in a tumor, quiescent cells refer to inactive cells that 
cannot produce more cells, and necrotic cells refer to dead cells. During 
the simulation, the iteration steps (each iteration involved solving the 
governing equations) were divided into 11 classes (shown on the right- 
hand side of Fig. 8). Fig. 8 shows the number of cells in these three 
groups across the 11 classes. 

Each bar in Fig. 8 represents a specific class of iterations in the 
mathematical simulation. As shown, the number of living cells in the 
tumor initially increases. Subsequently (e.g., class 4), by adding 
chemotherapy treatments, they decreased, whereas the numbers of 
quiescent and necrotic cells increased with iteration. Chemotherapy 

Fig. 10. The effect of different drugs and concentrations on the 60th day of simulation.  
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reverses the increasing trend in the number of living cells by converting 
them into quiescent and necrotic cells. This process continues until the 
endothelial cells are completely replaced with necrotic cells. 

Another approach to highlighting anti-angiogenic drugs’ effects on 
tumor growth is to investigate the significant differences between 
treatment outcomes of the no-drug state and the three anti-angiogenic 
drug groups after 60 days, as shown in Fig. 8. For the bevacizumab- 
treated tumor, the number of tumor cells was significantly decreased 
than that in the brolucizumab-treated tumor. As shown in Fig. 9, three 
different drug administration periods were selected: (i) 20–30 days, (ii) 
30–40 days, and (iii) 40–50 days. In the 40–50 day class, the relative 
increase in the number of tumor cells in a Ranibizumab-treated tumor 
was significantly smaller than that in a brolucizumab-treated tumor, 
although no significant difference was observed in the 20–30 class, as 
the tumor is constantly growing without any treatments in this period. In 
contrast, tumor cell numbers in both Ranibizumab and Brolucizumab- 
treated tumors in the no-drug group were significantly increased in 
the 40–50 class (see Fig. 9). 

Fig. 9(a) shows that brolucizumab was the most effective drug 
among the three investigated drugs. This drug decreases the tumor cell 
number by 44% in the period 30–40 days and 39% in the period 40–50 
days. Fig. 9(b) presents the predictions of the tumor cell numbers ob-
tained using the three different AI methods. Such a prediction could help 
determine the number of tumor cells at a specific time during treatment 
and follow-up on the efficacy of chemotherapy drugs. A comparative 
analysis was performed in Fig. 9(b) to determine the most accurate AI 
algorithm. The most precise method was reinforcement learning with a 
1.8% mean absolute error (MAE). 

To analyze the effect of chemotherapy in reducing the number of 
tumor cells, it is necessary to investigate the status of the no-drug group. 
By initiating the tumor visualization method (starting with a specific 
diameter of a sphere as an initial tumor cell) with some described con-
ditions as it is shown in Figs. 4 and 10 presents the developed model of a 
tumor considering the effect of the three different drugs as well as their 
concentrations on a simulated tumor on the 60th day of the simulation. 

The efficacy of these drugs for solid tumor treatment is shown in Sup-
plementary Video 2. 

Supplementary video related to this article can be found at https://d 
oi.org/10.1016/j.compbiomed.2022.105511 

As presented in Fig. 10, the smallest remaining volume belongs to 
Brolucizumab with 10 mol

m3 concentration and the largest one to Broluci-
zumab with 0.1 mol

m3 Concentration. The number of necrotic and quiescent 
tumor cells should be subtracted from the total number of cells to 
determine the number of living cells. Furthermore, this procedure is 
validated with an experimental study on a mouse and another study [97, 
98]. Fig. 11 presents this validation compared with this study and 
another one. 

The final volume of the simulated tumor with nine different treat-
ment states (i.e., three different concentrations of three different drugs) 
was calculated and presented in Fig. 12. The percentage effectiveness of 
each drug is shown in Table 5. 

In Fig. 12(a), necrotic and quiescent cells were subtracted from the 
total number of tumor cells, and only living cells were shown. In addi-
tion, Fig. 12(b) compares the mathematical simulation results and pre-
dictions using the three different AI methods for the brolucizumab. 
Reinforcement learning was the best AI method, with an average MAE 
value of 2.7%. 

As presented in Table 5, the percentage effectiveness of brolucizu-
mab in the two different periods was the largest among the three drugs, 
with bevacizumab being the smallest. It can be concluded from the 
mathematical simulation that the most effective drug against tumor 
growth is brolucizumab. 

3.4. Drug administration period and tumor growth 

To determine the most effective time for tumor growth inhibition, 
three different treatments were applied at three different administration 
periods: (i) 30–40 days, (ii) 30–50 days, and (iii) 30–60 days, within a 
60-day simulation period. The effects of the treatment on the new vessel 
length for each drug are presented in Fig. 13. Moreover, the validity of 

Fig. 11. Validation between this study and two different studies. The first column presents a recent tumor growth model. (a) shows the 40th day of the simulation, 
the last day before starting chemotherapy drug treatment, and (d) presents the five days after treatment (day:45). Also the second column presents optical frequency 
domain imaging (OFDI), and the last one presents microscopic imaging of a tumor as a clinical study, respectively. Each row presents the same time in a tumor 
growth procedure. 
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the proposed mathematical simulation is compared to that of Yanagi-
sawa’s simulation [21]. 

Fig. 13(a) shows that the minimum vessel length in the 30–60 day 
period was obtained for brolucizumab-treated tumors. In contrast, the 
maximum total length of new vessels was obtained for bevacizumab- 
treated tumors. On the other hand, the maximum vessel length was 
achieved for the 30–40 days when no drug was used to treat the tumor. 
By comparing the present study with Yanagisawa’s study [21], it can be 
concluded that the new vessel length was reduced by 16% with brolu-
cizumab. Fig. 13(b) shows a comparative analysis of the three AI 
methods. The most accurate method was RL, with an average MAE of 
3.7%. 

3.5. Statistical analysis for evaluating model performance 

Three commonly used AI algorithms for estimating tumor growth 

parameters (length of new capillaries, number of tumor cells, and tumor 
volume) were assessed, and the model performances are reported in 
Table 6. 

Statistical analysis was performed and assessed using MAE, root 
mean square error (RMSE), accuracy (ACC), specificity (FPR), sensitivity 
(TPR), positive predicted values (PPV), and true negative rate (TNR). 
Based on the investigation results, the highest accuracy was achieved by 
RL, with an MAE value of 0.033 and an accuracy of 0.943 on average. 
Furthermore, ROC curves of different values related to each parameter 
are shown in Fig. 14. Also, the confusion matrix is presented in Fig. 15, 
respectively. 

4. Conclusion 

This study used a 3D simulation of tumor growth and its dynamic 
microvascular network to investigate the efficacy of three different anti- 
angiogenic drug treatments. Based on the simulation results, increasing 
the drug concentration from 0.1 to 10 mol

m3 increased the rate of living cells 
replaced by necrotic cells. The results demonstrated that brolucizumab 
is the most effective anti-angiogenic drug among the three investigated 
drugs at 50-60th days. 

The results show that the tumor volume decreases with different 
anti-angiogenic drugs, but it is also affected directly by the drug con-
centration. The TAF factor was reduced by applying anti-angiogenic 

Fig. 12. Total tumor volume on the 60th day of simulation. (a) Variation in 
tumor volume with three different anti-angiogenic drugs; (b) comparison be-
tween mathematical simulation results and predictions with varying methods of 
AI for the drug brolucizumab. 

Table 5 
The percentage effectiveness of each chemotherapy drug.  

Classification (days) Effectiveness (%) 

Bevacizumab Ranibizumab Brolucizumab 

40–50 25.4 26.3 31.2 
50–60 26.5 28.2 42.2  

Fig. 13. The effect of treatment on the length of new vessels for all drugs. (a) 
Comparison of new vessel length for different medicines and previously- 
published study. (b) Efficacy of different AI methods compared to simu-
lated data. 
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Table 6 
Performance evaluation of different AI algorithms for estimating tumor growth parameters.  

Parameter Method TNR PPV TPR FPR ACC RMSE MAE 

New vessel length (mm) Reinforcement 0.950 0.951 0.924 0.050 0.937 15.535 0.032 
LSTM 0.927 0.930 0.903 0.073 0.915 16.422 0.064 
Random forest 0.913 0.918 0.874 0.087 0.892 31.984 0.067 

Tumor cell number Reinforcement 0.960 0.961 0.933 0.040 0.946 24.885 0.032 
LSTM 0.978 0.979 0.913 0.022 0.944 37.523 0.068 
Random forest 0.966 0.969 0.896 0.034 0.928 51.542 0.071 

Tumor volume (m3) Reinforcement 0.951 0.950 0.941 0.049 0.946 27.586 0.036 
LSTM 0.989 0.990 0.924 0.011 0.954 25.887 0.061 
Random forest 0.978 0.980 0.901 0.022 0.937 16.225 0.069  

Fig. 14. ROC curve of different ML algorithms are presented for each tumor growth vital parameter.  

Fig. 15. Confusion matrix of different ML algorithms are presented for each tumor growth vital parameter.  
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drugs (based on tumor volume), leading to a decreased tumor volume in 
the rest of the simulation. Another critical effect of drugs on tumor 
structure is a decrease in the length of new vessels that appear naturally 
near the tumor and sprout to areas that suffer from lack of oxygen. The 
rate of decline in the length of new vessels is up to 16% compared to that 
in Ref. [21] with brolucizumab. Furthermore, brolucizumab reduced the 
number of tumor cells by 44% in the 30–40 day period and 39% in the 
40–50 day period, demonstrating that anti-angiogenic drugs could 
respond directly to tumor vessel length during the 40–60 day period. 
Through AI learning, it was possible to predict various tumor properties 
at all stages of tumor growth, potentially increasing the speed of 
detection given the drug treatment. By employing AI methods, the 
tumor characteristics can be known by clinicians at any time. The effi-
cacy of different drug treatments can be evaluated before starting a 
treatment or any time afterward. 

To increase the accuracy of the simulation methods and the predic-
tion speed, it is critical to use the most up-to-date AI methods. Three 
different AI learning methods were used in this study (RL, RF and 
LSTM). According to the results of the comparative analysis between 
different algorithms, the most powerful method for predicting tumor cell 
count properties was RL, with a mean absolute error of 3.33% and ac-
curacy of 94.3%. This research demonstrates the utility of AI methods 
for predicting tumor growth and properties as a fast alternative to 
computationally expensive (and slow) tumor growth simulations. To be 
more clarified, supercomputers should solve these equations related to 
the sophisticated equations of the tumor growth that should be coupled 
during simulation to consider all of the vital parameters to model this 
procedure. These computers are so expensive and need time to do these 
mathematical calculations. Hence, it has the benefit of interpolating 
between different simulation outcomes, allowing clinicians to access 
real-time information on drug efficacy at the time of treatment and, 
subsequently, at further intervention periods. Using the presented 
approach of employing AI algorithms immediately after the mathe-
matical simulation, computational costs were reduced, and the speed 
and accuracy of calculations increased. The investigated AI modeling 
approach can help clinicians by providing more accurate predictions of 
tumor post-treatment and supporting more beneficial treatment plans 
for patients. The accuracy and the performance of the proposed models 
can be improved through further research and conducting comparative 
analysis involving the hybrid machine learning and deep learning 
methods trained with the aid of advanced optimization methods, e.g., 
Refs. [99–104]. Future research can be devoted to finding the optimal 
configuration of machine learning and evolutionary methods for an 
optimal training for a particular modeling application. 
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