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Predicting the amount of sediment in water resource projects is one of the most important
measures to be taken, while sediments have an unknown nature in their behavior. In this
research, using the data recorded at the Mazrae station between 2002 and 2013, the
amount of sediment in the catchment area of Maku Dam has been predicted using different
models of intelligent algorithms. Recorded data including river flow (m3/s), sediment
concentration (mg/L), and temperature (°C) were considered input data, and sediment
load (ton/day) was considered output data. Initially, using the correlation test, the
relationship between each input data with output data was considered. The results
show high correlation of sediment concentration data and river flow with sediment load
and low correlation of temperature data with these data. In order to find the best
combination of data for prediction, the combination of single, binary, and triple data
was considered in sensitivity analysis. In order to achieve the purpose of this study, first
with the classical adaptive neuro-fuzzy inference system (ANFIS), the amount of sediment
load was predicted, and then using evolutionary algorithms in ANFIS training, their
performance was examined. The intelligent algorithms used in this study were ant
colony optimization extended to continuous domain, particle swarm optimization,
differential evolution, and genetic algorithm. The results showed that adaptive neuro-
fuzzy inference system–ant colony optimization extended to continuous domain, adaptive
neuro-fuzzy inference system–particle swarm optimization, adaptive neuro-fuzzy inference
system–genetic algorithm, adaptive neuro-fuzzy inference system–differential evolution,
and classical ANFIS had the best performance in predicting the amount of sediment load.
In the meantime, it was observed that the coefficient of determination, root mean square
error, and scatter index in the test mode for the adaptive neuro-fuzzy inference system–ant
colony optimization extended to continuous domain algorithm with the best prediction
dataset (sediment concentration + river flow) are equal to 0.991, 13.001, and (ton/day),
0.112, and those for the ANFIS with the weakest prediction (temperature + river flow) are
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equal to 0.490, 107.383 (ton/day), and 0.929, respectively. The present study showed that
the use of intelligent algorithms in ANFIS training has been able to improve its performance
in predicting the amount of sediment load in the catchment area of Maku Dam.

Keywords: sediment load, sediment transport, river flow, machine learning, artificial intelligence, hydrological
model, hydrology, big data

1 INTRODUCTION

Understanding the relationships between different components of
the river is one of the most important factors in understanding the
behavior of these components. Even thoughmany studies have been
conducted to understand the behavior of sediment, no reliable
relationship has been found to understand the phenomenon of
mechanical transfer of sediment and its behavior (Sivakumar and
Jayawardena 2002). Studies to estimate the volume of river sediment
by scientists are important because they believe that accurate
prediction of the amount of river sediment in water resource
management projects is considered to be one of its most vital
factor (Chang Howard, 2008; Martinez et al., 2009; Omolbani
et al., 2010; Omolbani et al., 2012). Predicting the volume of
suspended sediment in the river has been described as a very
complex process in which many meteorological and hydrological
parameters are involved, which emphasizes the complexity of
accurately predicting the amount of sediment load (Frings and
Kleinhans 2008). Therefore, considering this chaotic nonlinear
behavior, the old classical laboratory approaches cannot be used
for this purpose (Nourani 2009). However, it has been stated that in
order to understand the dependence of the sediment phenomenon
on spatial and temporal variables, physicalmodelingmethods can be
used (Yaseen et al., 2015), while using intelligentmethods can also be
helpful in predicting the extent sediment (Kishi 2015).

In the last two decades, many studies and research work have
been carried out using artificial intelligence tools to evaluate their
efficiency and performance for understanding and modeling
hydrological phenomena. One of these efforts was a study to
predict river flow with ANFIS (adaptive neuro-fuzzy inference
system) and compare it with conventional methods in which
ANFIS showed better results than conventional methods for
predicting river flow (Nayak et al., 2004). Also, several research
studies have been conducted in the field of application of classical
intelligent models which were applied to predict water permeability
and soil penetration coefficient (Ganjidoost et al., 2015), rainfall-
runoff forecast (Tayfur and Singh 2006; Akrami et al., 2014),
evaporation and transpiration prediction (Ehteram et al., 2019),
canal inlet speed prediction, and spatial distribution of groundwater
quality (Khashaei-Siuki and Sarbazi 2013). Predicting the amount of
suspended sediment in the river is also one of the fields of interest
among scientists to evaluate the performance of intelligentmethods,
and several studies in this field have been published by them. In
order to predict the volume of monthly sediments, ANN (artificial
neural network) and ANFIS were used (Firat and Gungor, 2010).
Gene programming is also used to study the transport of sediment
in the pipes of the municipal sewage system (Ab. Ghani and
Azamathulla, 2011) and sediment transport in tropical rivers
(Ab. Ghani and Azamathulla, 2012). The ANN (Wang et al.,

2009) and intelligent approaches (Chang et al., 2012) are both
used for prediction of sediment in tropical rivers. In addition, many
researchers have conducted many studies in the field of volume
prediction and sediment transport usingmethods based on artificial
intelligence, for example, using ANN to estimate the amount of
sediment (Samet et al., 2018). They showed that the ANN can show
good result for sediment load. Using some intelligent methods for
sediment estimation in Shakkar and Manot watersheds showed
good results (Meshram et al., 2020). They noticed that between
artificial neural networks, radial basis function (RBF), support
vector machine (SVM), and multiple model (MM)-ANNs, The
last method showed more successful sediment prediction. Using
fuzzy logic theory is another popular method to model sediment
transport (Bakhtyar et al., 2008). In some studies, the comparison
between intelligent methods such as ANFIS, ANN, and SVM to
predict the amount of sediment load was conducted (Batt and
Stevens, 2013; Buyukyildiz and Kumcu 2017). In addition, using
evolutionary calculations in sediment transport is considered in
some cases (Salih et al., 2020). They showed that their mining
models performed excellent for the prediction of sediment load.
Goyal used the complementary model of wavelet-AI to model
sediment transport. However, given the unknown nature of
sediments and their behavior in the study areas, researchers are
still looking for a more universal method for modeling sediment
behavior and predicting its amount in rivers and dam reservoirs
(Goyal 2014).

As mentioned above, classical intelligent methods have been
shown to be effective in many studies. However, the use of
classical intelligent models has drawbacks, such as local search
methods, falling into the optimal local trap, time-consuming, and
bulky calculations (Peyghami and Khanduzi 2013; Kishi et al., 2018).
As mentioned above, ANN and fuzzy neural systems have a good
performance in predicting and modeling various hydrological and
hydraulic phenomena, but concerning sediment and related issues
such as sediment transport and sediment volume in the river, they
cannot be expected to perform well because the nature of this
phenomenon is extremely complex and chaotic. In the case of
rainfall prediction, it is concluded that ANFIS performs better than
ANN, where determining the structure of the ANFIS, its fuzzy
rules, and how to train the network are the most vital and complex
part of this smart model (Akrami et al., 2013). Because classical
algorithms use local search methods, they are more likely to fall
into the optimal local answers, and the backpropagation method
uses time-consuming calculations to train ANFIS which increases
the volume and time of calculations (Peyghami and Khanduzi
2013). Therefore, if the number of data is very large and also have a
complex nature for forecasting, the forecasting process will be
difficult. To solve these problems, evolutionary algorithms have
been proposed for use in the training section of the ANFIS.
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It has been reported that the use of the DE (differential evolution)
algorithm in the ANFIS training section shows good ability to
predict sediment transport compared to conventional methods
(Ebtehaj and Bonakdari, 2016; Ebtehaj and Bonakdari 2017). In
another study, scientists concluded that the use of PSO (particle
swarm optimization) and GA (genetic algorithm) for ANFIS
training could achieve better results in predicting water quality
parameters (Jalalkamali 2015). It has been stated that the
combination of the DSOA (direct search optimization algorithm)
and FIS (fuzzy inference system) has had a good performance in
predicting the runoff of the Taleghan River (Tabari 2016). The fact
that the use of evolutionary algorithms has improved the results of
traditional intelligent systems in predicting hydrological phenomena
is indicated in some studies (Kishi et al., 2017). The amount of
sediment transferred in open channels can be estimated by
combining the PSO algorithm and ANFIS (Ebtehaj et al., 2019).
The basic hypothesis of this research is that the ANFIS has the
ability to simulate the amount of sediment in the reservoir of a dam,
but the use of evolutionary algorithms can significantly increase the
performance of the ANFIS in estimating the amount of sediment
and it also assumed that the ANFIS–ACOr (adaptive neuro fuzzy
inference system–ant colony optimization extended to continuous
domain) algorithm can achieve the best performance among other
studied algorithms. To test this hypothesis, the selected data were
divided into training and testing, and then by implementing
evolutionary algorithms in the training section, the results of
each hybrid algorithm were recorded.

Many researchers are focusing on natural phenomena and animal
life to introducemore serious and powerfulmeta-heuristic algorithms
in the field of optimization. Between 2006 and 2021, a considerable
number of meta heuristic algorithms were introduced (Dragoi and
Dafinescu, 2021). Their study reviewed all the meta-heuristic
algorithms introduced between 2006 and 2021. They used
biological classification of living things in their study and tried to
base this classification on simulating the behavior of organisms. They
concluded that 61.6% of the algorithms were modeled and developed
by vertebrates, while 38.4% of these algorithms were proposed by
studying and observing the life of invertebrates. In addition to
studying the behavioral mechanisms of these algorithms, they
showed that the most widely used mechanism in the development
of these algorithms was related to niche classification. They have also
prepared a good list of these algorithms in his study, which has
provided high usability for researchers in other fields.

In this study, it has been tried to first predict the sediment load
in the Maku Dam area using the classic ANFIS on a monthly
basis, and then by combining the ACOr, GA, DE, and PSO with
the classical ANFIS and using them the training section, its
performance was improved and finally the best model was
proposed for monthly prediction of the sediment load particles
according to statistical evaluation criteria.

2 MATERIALS AND METHODS

2.1 Study Area
The study area in this study belongs to the catchment area of
Maku Dam in the geographical range of 38 degrees and 57 s north

to 39 degrees and 16 s north and 44 degrees and 06 s east to 44
degrees and 39 s east. This catchment is located in the
northwestern region of Iran and has a semi-arid climate. The
data used in this study were taken from the farm station archive.
Figure 1 shows the geographical area of the farm station with a
position of 39 degrees and 10 s north and 44 degrees and 25 s east
and an altitude of 1712 m above sea level. The minimum average
monthly discharge was recorded in September, which was
1.14 m3/s, and the highest recorded monthly discharge was
10.21 m3/s, recorded in May.

2.2 Data Used
T (temperature) data (C°), Q (river flow) (m3/s), CM (sediment
concentration) (mg/L), and SL (sediment load) (ton/day) were
the parameters measured at the Mazrae station in which the first
three are considered inputs and the last one considered output.
The data were recorded monthly between 2002 and 2013. For
each type of parameter, 181 numbers are recorded in the station,
which is in accordance with what was said, the input data set will
be equal to 181 × 3, and the output data set will be equal to 181 ×
1. The percentages of data for the training phase and test phase
were considered 70 and 30%, respectively. One of the general
limitations that can be mentioned is the existence of restrictions
on access to data. In this study, the results are based on four types
of data. In general, many studies, including the present study,
indicate the effectiveness of implementing evolutionary
algorithms in the ANFIS, but in order to comprehend to what
extent these methods will be able to simulate hydrological
phenomena and taking into account which data undoubtedly
require much more extensive studies with a much wider data set.
Therefore, it is possible that some of the data related to sediment
have not been considered. The shortcoming of the data used in
this study may also limit the simulation. In short, studies that use
broader data and determine the effectiveness of each of them by
scientific methods will have a higher scientific rank.

2.2.1 Define the Average Sediment Concentration
A three-section method has been used to find the average CM.
Considering that it is possible to take samples of sediments during
floods, a three-section method can be used for this purpose. Only
a multi cross-sectional method is effective for sampling and study
on first-class stations. However, in some cases, the three-section
method can be used in second- and third-degree stations. The
sampling steps in this method are as follows: first, a specific
section of the river where the flow rate is measured in different
parts of that section is selected and then the data were divide it
into three parts in a way that the flow rate in all three parts are
equal. The concentration of sediment samples is calculated using
data collected in the laboratory. The average concentration of
each section (CM) is calculated by Eq. 1. The concentration of
samples at fixed points (CF) is also calculated in the laboratory. The
ratio CM/CF, or in other words K, is also calculated and according
to the flow of each section, the graph of changes of K is drawn in
terms of Q. Finally, the final value of the CM is calculated using the
K graph in terms ofQ. It should be noted that the value of K in each
sectionmust be calculated for the deepest point of that section. The
range of changes K is between 0.4 and 1.6.
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CM � C1Q1 + C2Q2 + C3Q3

Q1 + Q2 + Q3
, (1)

where C1, C2, and C3 are CM (mg/L) values in different parts of
a section, Q1, Q2, and Q3 are discharge (m3/s) values in each
section of the river (which must be equal to flow rate in the total
section), and CM is the average concentration value per section
(mg/L).

2.3 Adaptive Neuro-Fuzzy Inference System
ANFIS is one of the neuro-fuzzy models based on artificial
intelligence. This system is a tool for estimating continuous-real
functions in a specific domain, first introduced by Yang in 1993.
The fuzzy part of the ANFIS model establishes a relationship
between input and output variables, using membership functions
and if–then rules. The parameters of the membership functions are
determined using the ANN training algorithm based on the
backpropagation error method for the parameters of the input
membership functions and the least squares method for the
parameters of the output membership functions. The ANFIS
model uses the Sugeno system for modeling. For a first-order
fuzzy Sugeno model with two inputs (x, y) and one output (f) and
two membership functions for each of the inputs, a typical ANFIS
model is formed. For such a model, ordinary rules are defined by
considering two fuzzy (if–then) rules as follows:

Rule 1: If μ(x) is A1 and μ(y) is B1; then
f1 � p1x + q1y + r1,

Rule 2: If μ(x) is A2 and μ(y) is B2; then
f2 � p2x + q2y + r2,

The variables A1, A2, B1, and B2 are membership functions for
inputs x and y and p1, q1, r1, p2, q2, and r2 are the parameters of

the output function. Therefore, in this case, the formulation in the
adaptive neural-fuzzy network follows a forward five-layer neural
network arrangement. In the first layer, the input data are linked
to each node through the function of it; in other words, the
membership function of each node determines the degree of
membership of each input data. The second layer does receives
the outputs of the first layer and by multiplying them introduces
the degree of activity of each fuzzy rule as the output to the next
layer. In the third layer, the output of the previous layer gets
normalized. The output of the third layer is called normalized
firing strengths. In the fourth layer, each node is considered to be
corresponding to each output. Finally, each node in the fifth layer
calculates the final output as the sum of all inputs (Jang 1993).

In the present study, the ratio of test and training data is 30
and 70%, respectively. The parameters used in the ANFIS for the
number of epochs, initial step size, step decrease length, and step
increase length are 200, 0.02, 0.8, and 1.2, respectively. It should
be noted that hybrid optimization and backpropagation method
were used to optimize the effect; the results of hybrid
optimization were better than those of the backpropagation
method, and the process of continuing the work was carried
out with the hybrid optimization method.When using the ANFIS
in modeling, it is very important to determine the number of
membership functions because membership functions represent
the percentage of data belonging to a mathematical set. The
number of membership functions is usually determined by
clustering. In clustering, data that have closely related
properties fall into one category. In the present study, three
types of classical ANFIS were used for this purpose: grid
partition (GP), subtractive clustering (SC), and fuzzy C-mean
clustering (FCM). Considering all inputs together (T + Q + CM)
and comparing the performance of the three types of ANFIS

FIGURE 1 | The study area of Maku Dam.
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(Table 1) according to the statistical criteria of R2 and RMSE, it
was concluded that FCM with R2 = 0.8363 and RMSE = 54.4515
(ton/day) in the test section has the best performance in
predicting the SL compared to the other two types. Findings
of Mirrashid, (2014); Abdulshahed et al., (2015) also confirm that
the FCM interface has a better performance than the other two
methods.

2.4 Adaptive Neuro-Fuzzy Inference
System—Particle Swarm Optimization
PSO is a meta-heuristic optimization method that begins by
randomly generating a set of particles or solutions in the
search space and then searches for the most optimal mode
using frequent particle updates (Kennedy and Eberhart, 1995).
Inspired by the collective movement of birds, this method is very
popular due to its high efficiency in solving complex, costly, and
sometimes impossible optimization problems. In this algorithm,
the position of each particle represents a point in the answer space
of the problem. Each particle has a memory and remembers the
best position it reaches in the search space. The motion of each
particle can be realized in three directions: 1- continuation of its
motion in the same direction as the path it has taken. 2- Moving
toward the best position it has taken. 3- Moving toward the best
position that the whole group (whole particles) has found.
Therefore, changing the position of each particle in the search
space will be affected by its own experience and that of other
particles. PSO is a reliable algorithm due to its low computational
volume, low probability of falling into the local optimal trap, high
convergence speed, and easy execution. This algorithm is used for
training intelligent models in some studies (Hasanipanah et al.,
2016; Kishi et al., 2017).

In a particular problem, each particle in the group can be
represented by a velocity vector and a position vector. Changing
the position of each particle is possible by changing the previous
position structure and velocity. Each particle contains
information including the best value (position) ever obtained
(personal optimization), the current position (Xi, (t)), and the best
response ever given to the whole group has achieved
(comprehensive optimization). Each particle uses the current
position (Xi, (t)) and the current velocity (Vi, (t)) to change the
distance between the current and personal optimal position and
the distance between the current position and the all-
encompassing optimal position. This gives the best possible
answer. Therefore, the new velocity vector (Vi, (t+1)) is
computed for the ith particle according to Eq. 2 (Shi and
Eberhart 1998):

Vi,(t+1) � w · Vi,(t) + C1 · r1 · (Pi,(t) −Xi,(t)) + C2 · r2 · (Gi,(t)

−Xi,(t)), (2)
where r1 and r2 are random vectors between 0 and 1 that are

used to maintain the diversity of the group. C1 and C2 are
individual and social cognitive parameters, respectively.
Selecting the appropriate value for these parameters leads to
accelerating the convergence of the algorithm and preventing
premature convergence in local optimizations. Larger values are
more appropriate for the cognitive parameter C1 than for the
social parameter C2, but the condition C1+C2 ≤ 4 must always be
met (Goldberg 1989). The parameter w is called weight inertia,
which is used to ensure convergence in the particle group, and a
value between 0.6 and 0.7 is appropriate for it (Goldberg 1989). Pi,
(t) is the position of the best particle ith has ever had. Gi, (t) is the
position of the best place that all particles have ever found. The
new position of the ith particle will also be obtained from Eq. 3
(Shi and Eberhart 1998):

Xi,(t+1) � Xi,(t) + Vi,(t+1), (3)
There are several methods for initialization of PSO

parameters. Many studies have been carried out in this field
(Engelbrecht, 2007; Engelbrecht, 2012; Cazzaniga et al., 2015).
One of the limitations of the PSO algorithm is that the choice of
initial PSO parameters varies according to the nature of the
problem, so one has to do it with trial and error to find the
best initial values. However, the choice of initial parameters for
the PSO algorithm can itself be a complex optimization problem,
especially when different problems with different data are
considered, such as premature convergence, inability to solve
dynamic optimization problems, and inability to be scaled to
accommodate large number of particles (Guo et al., 2020).

In the present study, the maximum value of repetition is 200
because by increasing the number of repetitions, the performance
of the algorithm did not differ much while the computation time
increased. Particle velocity ranges between −2 and +2 were
considered. The number of initial population was 10, the
initial inertia weight was equal to 1, individual learning
coefficient equal to 1, and social learning coefficient equal to 2.

2.5 Adaptive Neuro-Fuzzy Inference
System—Genetic Algorithm
The GA is a species-based optimization algorithm. This
algorithm was first introduced in 1975 by Holland. The GA is
one of the most widely used optimization algorithms to solve
various problems. Advantages of this algorithm include the ability
to search well, be independent of the problem situation, use
appropriate complexity in complex problems, and refusal to fall
for the optimal local answer (Shihabudeen and Pillai 2018). These
traits led to the use of the GA as a good complement to the
training of the ANN and ANFIS. In the present study, a GA is
used to train the emphysema in order to predict the amount of
river sediment. First, the initial population is determined and
then the GA obtains the best fitting X with mean and standard
deviation. Initially, a set of chromosomes is randomly generated

TABLE 1 | Performance of different models of the classical ANFIS.

Model R2 RMSE (ton/day)

Training Test Training Test

GP 0.736 0.780 62.628 78.195
SC 0.997 0.657 6.256 79.713
FCM 0.784 0.836 53.152 54.451

bold values are the highest achieved values for each algorithms.
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(initial population). The chromosomes that have the most
suitable function for sediment prediction are selected. At this
point, if the performance of the selected chromosomes is
acceptable, the optimization is complete. Otherwise, a new
generation is produced, and the previous steps are repeated
and the GA produces new chromosomes. This cycle is
repeated until the threshold is satisfied. Once the GA is
performed, the remaining steps are performed by the ANFIS.
The number of iterations of the GA was considered to be 200, and
with increasing the number of iterations, no significant change in
the performance of the algorithm was observed, while the analysis
time increased slightly.

The limitations of the GA include the following: the problem
of identifying fitness function, premature convergence occurs, the
problem of choosing various parameters such as the size of the
population, mutation rate, cross over rate, selection method and
its strength, no effective termination point, needs to be coupled
with a local search technique, and has trouble finding the exact
global optimum (Dahiya and Sangwan, 2018).

The initial population number was considered to be 10, and as
the initial population increased, only the computational speed
decreased and the performance of the algorithm did not change.
The best crossover and mutation values were 0.7 and 0.5,
respectively.

2.6 Adaptive Neuro-Fuzzy Inference
System—Ant Colony Optimization
Extended to Continuous Domain
The ACO algorithm uses a discrete structure to determine the
answer. The concept of discrete structure in ACO is that each of
the decision variables in the defined interval is divided into a
certain number of states. On the other hand, by discretizing the
space of variables, there is a limit to the algorithm, which in turn
will reduce the accuracy of the optimization, and by dividing the
space between the decision variables, try to increase the accuracy
of the answers, the program time is proportional. Will increase
with it. In this case, the accuracy may also decrease. In this regard,
and to compensate for this problem, the generalization of ACO to
continuous space was considered (Socha and Dorigo, 2008).

Sosha and Dorigo proposed in 2008 the use of a Gaussian
function to create such a structure. A single-dimensional or single
Gaussian function cannot produce a maximum of several points,
whereas using a kernel Gaussian function, which is the sum of the
weight of several single Gaussian functions, can perform such a
task. For example, for the lth decision variable, a Gaussian kernel
function is defined according to the following equation

Gi
(x) � ∑k

l�1wlg
i
l � ∑k

l�1wl
1

σ il
���
2π

√ e

(x−μi
l)2

2(σi
l)2 , (4)

In order to define this relationship, three parameters wl, μil,
and σ il must be specified. In the following, this issue and how to
use the relation in the ACOr algorithm are discussed.

In the ACOr algorithm, an archive is used to store the set of
answers. For this purpose, in a system with n decision variables,
the number k of a single Gaussian function for each decision

variable in the archive is considered. By selecting each of them
and generating a new answer, a situation equivalent to a Gaussian
kernel function is created for each variable.

In other words, it could be said that the number of answers
stored in the archive is equal to k, and the lth answer stored in the
archive is denoted by Sl. The decision variables related to the lth

answer, with S1l and S2l , are shown in the same way until the nth

decision variable with Snl . These variables are entered into the
objective function, and then their value for each answer is
calculated by f(Sl). The answers in the archive are then
sorted and stored in descending order of quality. Then, for
each Sl answer, a w (weight) is determined, the value of which
is related to the quality of the corresponding answer. Therefore,
the relation w1 ≥w2 ≥ . . . ≥wn is established, and the value of
these weights is equal to (Eq. 5).

wl � 1
qk

���
2π

√ e
(l−1)2
2q2k2 , (5)

In this regard, q is a parameter whose value must be set. If the
value of q is too small, the chance of selecting the answers at the
end of the archive (poor answers) will be lost. So the best answers,
that is, the answers in the top rows of the archive, will have a
better chance. But reducing it too much can cause the solution to
get stuck in the local optimum.

The μil in Eq. 4 is considered equal to Sil for the l
th answer and

the decision variable i in the archive of answers. Since the
determination of σ il is more complex than the previous two
parameters, to clarify the matter, it is assumed that an ant
uses one of these answers, such as Sl, using a probabilistic
method such as a roulette wheel. By selecting this answer, in
the next step, a new answer is generated as described below using
the Gaussian function. In the Gaussian function, the mean and
standard deviation must be specified.

To determine σ il, the standard deviation between all k values of
the ith variable relative to the decision variable is calculated
according to the following equation.

σ il � ξ∑n
e�1

∣∣∣∣Sie − Sil
∣∣∣∣

n − 1
, (6)

where ξ > 0 is an adjustable parameter and behaves similarly to
the pheromone evaporation rate in ACOr. The larger the value of
this parameter, the lower the convergence speed of the algorithm.
The pheromone evaporation rate in the ACOr algorithm affects
long-term memory and causes the worst answers to be forgotten.
ξ in ACOr also affects the long-term memory of the algorithm
and makes worse answers less likely, thus erasing them.

Now to generate a new answer based on the answer Sl, a
normal random number is generated by the Müller-box method
with mean Sil and standard deviation for the decision variable ith.
The value of the newly generated number will be based on the
name variable. This is repeated for all n variables to generate an
answer for all decision variables. The answer produced is the
result of choosing one of the ants. By repeating this step for each
ant, a new answer is finally generated and added to the archive
according to the number of ants. Then, after sorting all the
answers, the top k answer is saved, and the rest is deleted.
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It is necessary to explain that the lower the amplitude
of the bell diagram of the Gaussian function (or in other
words, the scatter of all the answers in the archive for
the name variable decreases to zero); at that time, any
new value generated for the ith decision variable will be
similar to the other values of the ith decision variable in the
archive, and the solution to that decision variable will be
static.

In addition, by selecting each of the Gaussian functions (for
example, for the ith decision variable and the l answer, the gi

l(X)
function) and generating a new solution as a random number
with a normal distribution, the Gaussian kernel function will
emerge. Therefore, the Gaussian kernel function is not used
directly, but the method which generates each new decision
variable contains the Gaussian kernel function for the set of
answers. As it is known, the single Gaussian function will only be
able to produce a maximum point. Thus, by having several
Gaussian functions and weighting each, a new solution is
generated using each ant in a position equivalent to the kernel
function.

Pheromone updating in the ACOr algorithm is carried out by
storing the best answers and deleting the weak answers in the
answer archive.

The three main limitations of the ACOr algorithm are the
stagnation phase, exploration and exploitation rate, and
convergence speed of the algorithm (Mulani and Desai, 2018).
In this study, the number of iterations of the algorithm was equal
to 200, and with more iterations, no improvement was seen in the
results. In addition, the initial population of 10 was selected.

Figure 2 shows the steps used for using ACOr to train the
ANFIS in order to predict the SL.

In Figure 2, the termination of the algorithm can be carried
out in three ways:

1) Lack of progress: That is, all the answers in the archive should
be the same so that the new answer produced is not different
from the previous answers. Sometimes the algorithm may get
stuck in a local optimization, and with the number of
consecutive repetitions and the passage of time, it can get
out of this state that is based on the type of problem and

FIGURE 2 | Steps of using ACOr to train ANFIS.
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experience on these algorithms, and their lack of progress can
be seen. For this reason, it can be stipulated that if the progress
of the algorithm is less than ε with t repetition times, then the
algorithm will not be able to progress, and its termination will
be announced.

2) Number of repetitions: The stop condition can be performed
with a certain number of repetitions. The number of
repetitions can be determined experimentally and in the
context of the problem.

3) Reaching a certain value: The algorithm can be continued
until it converges to a certain value.

2.7 Adaptive Neuro-Fuzzy Inference
System—Differential Evolution
The DE strategy is a population-based probabilistic optimization
method. This algorithm is similar to the GA in the basic
principles of producing the original population and continuing
the evolution of future generations and looking at the evaluation
function. Only the cut and jump operators in this algorithm are
used with a different approach. This algorithm was proposed by
Storn and Price (1995). The main difference between this
algorithm and other evolutionary algorithms is in choosing the
direction and distance of the current population from other
members of the population in order to guide the search
process in a desirable direction. The general process of this
algorithm is as follows: 1) First, the mutation operator is used
to generate an optimal vector u(t); the mutation actually occurs
from the effect between people in the current population. 2) The
main cutting operator, which is discrete, binomial, or
exponential, is probabilistically generated to produce a new
child using the optimal vector u(t) and a solution x(t) (parent).
3) In the main cutting operation, a child is always produced which
almost reduces the volume of calculations, and the orientation of
the children is based on the desired vector.

The main problem with DE is that it produces a limited
number of different responses in a generation. This
constraint prevents the algorithm from finding the right path
to reach the global answer. Another disadvantage of this
algorithm is that DE is less widespread than other meta-
heuristic algorithms. In other words, the degree of
convergence of this algorithm may be disturbed, and the
global answer may be delayed (Angel et al., 2018). In the
present study, for the optimal selection of the number of
repetitions, from the number of repetitions of 100 to the
number of repetitions of 1,000 numbers were selected, but
no change was observed in the limited number of answers.
In addition, with the change of the initial population between
the numbers 10 and 50, no change in the results was observed.

2.8 Statistical Evaluation
To evaluate the performance of the designed algorithms to predict
the amount SL, three statistical parameters called R2 (coefficient
of determination) which normally ranges from 0 to 1; RMSE (root
mean square error), which is based on the assumption that data
follow normal distribution and also work as a measure of average
deviation of model predictions from the actual values in the

dataset; and SI (Scatter index), which presents the RMSE
difference with respect to mean observations have been used:

R2 � ⎡⎣∑n
i−1
(xi − �x)(yi − �y)/ �������������������∑n

i−1
(xi − �x)2∑n

i−1
(yi − �y)2√ ⎤⎦2, (7)

RMSE �
������������
1
n
∑n
i−1
(xi − yi)2√

, (8)

SI � RMSE

�x
, (9)

In the abovementioned equations, xi and �x represent the
observed values and their mean, respectively, and yi and �y
represent the calculated values and their mean, respectively.

3 RESULTS AND DISCUSSION

This section interprets the results obtained from the study of the
degree of correlation between input and output data as well as the
performance of the simulation of the amount of sediment load by
considering the different modes of input data.

3.1 Coefficient of Determination
The data recorded at the study station include three types of data:
T, Q, and CM. Due to the unknown effect of the mentioned
parameters in predicting the amount of sediment, this trend was
adopted, which was determined by calculating the coefficient of
determination by considering the relationship between each of
the mentioned parameters and the amount of SL recorded.
Figure 3: The calculated R2 for T, Q, and CM data was 0.019,
0.437, and 0.460, respectively, indicating that the CM, Q, and T
ranged from highest to lowest correlation. From the results of the
regression correlation test, it can be expected that T is the least
effective input data in predicting SL, and CM is the most effective
input data in predicting SL.

3.2 Predicting the Amount of Sediment Load
by Considering Different Combinations of
Data
In this section, to understand the impact of each of the input data
in predicting the amount of SL, the process was adopted to select
data individually or with different combinations as input to
algorithms to the most effective data or data combinations on
to be determined according to the predicted amount of sediment.
For this purpose, the input data in three groups with single
nature, binary combination, and separate triple combinations
followed the following trend: { T, Q, CM (T + Q) (T + CM) (Q +
CM) (T + Q + CM)}.

3.2.1 Assessment of the Performance of Algorithms in
the First Group
In this group, the input data are T, Q, and CM, which are used
individually in the calculations to determine the effectiveness of
each in predicting the amount of sediment. According to the
results of calculations, it was observed that the effect of CM, Q,
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and T was ranked from highest to lowest (Table 2). Taking into
account all cases, in general, at this stage, the ANFIS–ACOr
hybrid algorithm, considering the input data of CM, recorded the
results R2 = 0.708, RMSE = 61.201 (ton/day), and SI = 0.522 in
training, and R2 = 0.589, RMSE = 85.655 (ton/day), SI = 0.741 had
the best performance, while the classical ANFIS with T as the
input had the weakest rate of sediment prediction [R2 = 0.011 and
RMSE = 112.668 (ton/day) and SI = 0.961 in training and R2 =
0.0004 and RMSE = 132.587 (ton/day) and SI = 1.147 in the test].
In addition, according to the results, all algorithms emphasized
that the T parameter has a very small effect in predicting the
amount of sediment. After the ANFIS–ACOr algorithm, the
algorithms ANFIS-PSO, ANFIS-GA, and ANFIS-DE were in
the next ranks.

Figure 4 confirms the abovementioned results by comparing
the observed data and the results of the classical ANFIS algorithm
and the ANFIS–ACOr hybrid algorithm. The reason why there is
a gap in the last data could be because the input dataset used for
this simulation is individual (CM), while as shown in Figures 5, 6
a combined simulation has solved this gap.

The simulations in the first group showed that the importance
of sediment concentration data was much higher than that of
river flow and temperature so that the difference between the

evaluation criteria in these three inputs is significant. This
indicates that the effect of sediment concentration during
sampling on sediment load simulation is very high. A
noteworthy point in this section is the inability of algorithms
to properly predict maximum and minimum points, which is due
to the uniqueness of the input data.

3.2.2 Assessment of the Performance of Algorithms in
the Second Group
The criterion for operation in this section is the binary
combination of input data as follows: T + Q, T + CM, Q + CM.

The results of the calculations indicate that the presence of T as
part of the input data had a very small positive effect on the
performance of the algorithms, while the combination of CM and
Q data in all algorithms showed a very good performance. It can
be concluded that T can be taken out of its calculations (Table 3).
Considering all the cases, in general, in this section, it was
observed that the statistical parameters R2, RMSE, and SI in
the test mode for the ANFIS–ACOr algorithm with the best
prediction (CM + Q) are equal to 0.991, 13.001 (ton/day), and
0.112, respectively, and the ANFIS with the weakest prediction (T
+ Q) is 0.490, 107.383 (ton/day), and 0.929, respectively. The
algorithms ANFIS-PSO and ANFIS-GA were slightly different

FIGURE 3 | R2 of input data with the amount of SL recorded: (A) CM, (B) Q, (C) T.

Frontiers in Environmental Science | www.frontiersin.org March 2022 | Volume 10 | Article 8210799

Karami et al. A Sediment Estimation Novel Approach

https://www.frontiersin.org/journals/environmental-science
www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles


from each other and ANFIS-DE was in the next ranks. Figure 7
shows the comparison of all five algorithms in Taylor Diagram
using standard deviation, Pearson’s correlation, and RMS which
supports the calculation above in (Q + CM) the coupled set data.

Figure 8 and Figure 6 are comparative modes between the
performance of the two algorithms ANFIS and ANFIS-ACOr in
the CM + Q mode. It is clear from the figures that the
ANFIS–ACOr hybrid algorithm has been able to train the

TABLE 2 | Performance of the classical ANFIS and other hybrid algorithms using single inputs.

Input Statistic parameter R2 RMSE (ton/day) SI

Model Training Test Training Test Training Test

T ANFIS 0.011 0.0004 112.668 132.587 0.961 1.147
ANFIS-PSO 0.047 0.066 111.098 129.684 0.948 1.122
ANFIS-GA 0.019 0.046 112.269 130.870 0.958 1.132
ANFIS-DE 0.017 0.034 112.329 130.985 0.958 1.133
ANFIS-ACOr 0.087 0.067 108.549 129.415 0.926 1.120

Q ANFIS 0.363 0.518 95.706 93.455 0.771 0.808
ANFIS-PSO 0.386 0.577 88.784 90.396 0.757 0.782
ANFIS-GA 0.394 0.567 88.286 91.326 0.753 0.790
ANFIS-DE 0.384 0.545 89.553 91.635 0.764 0.793
ANFIS-ACOr 0.468 0.593 82.660 88.494 0.705 0.765

CM ANFIS 0.493 0.492 82.957 97.431 0.708 0.843
ANFIS-PSO 0.693 0.567 64.170 92.790 0.547 0.803
ANFIS-GA 0.658 0.554 67.067 93.171 0.572 0.806
ANFIS-DE 0.668 0.519 65.364 97.282 0.557 0.842
ANFIS-ACOr 0.708 0.589 61.201 85.655 0.522 0.741

bold values are the highest achieved values for each algorithms.

FIGURE 4 | Prediction results by ANFIS and ANFIS–ACOr in single input of CM. (A) Comparing the SL observed with the SL predicted in the ANFIS in test mode,
(B) Comparing the SL observed with the SL predicted in the ACOr–ANFIS in test mode.

FIGURE 5 | Results for ANFIS and ANFIS-ACOr in the combined input of Q+CM, (A) SL predicted by ANFIS in test mode, (B) SL predicted by ANFIS-ACOr in test
mode.
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FIGURE 6 | Results for ANFIS and ANFIS–ACOr in the input of Q + CM. (A) Comparing the SL observed with the SL predicted in ANFIS in the test mode, (B)
Comparing the SL observed with the SL predicted in the ANFIS–ACOr in test mode.

FIGURE 7 | Taylor diagram for Comparison between 5 Hybrid Algorithms in Q+CM coupled set data in (A)- Train phase and (B)- Test phase.

TABLE 3 | Performance of the ANFIS and other hybrid algorithms using dual inputs.

Input Statistic parameter R2 RMSE (ton/day) SI

Model Training Test Training Test Training Test

T + Q ANFIS 0.389 0.490 88.505 107.383 0.755 0.929
ANFIS-PSO 0.489 0.600 80.968 87.291 0.691 0.755
ANFIS-GA 0.461 0.587 83.200 91.653 0.710 0.793
ANFIS-DE 0.449 0.516 84.463 101.059 0.720 0.874
ANFIS-ACOr 0.505 0.638 79.674 84.918 0.680 0.735

T + CM ANFIS 0.532 0.578 81.096 101.839 0.692 0.881
ANFIS-PSO 0.725 0.717 60.235 77.430 0.514 0.670
ANFIS-GA 0.695 0.676 63.099 80.137 0.538 0.693
ANFIS-DE 0.611 0.634 75.026 81.282 0.640 0.703
ANFIS-ACOr 0.775 0.731 53.711 77.640 0.458 0.672

Q + CM ANFIS 0.811 0.834 49.972 55.402 0.426 0.479
ANFIS-PSO 0.976 0.980 18.833 19.468 0.160 0.168
ANFIS-GA 0.973 0.971 18.680 23.696 0.159 0.205
ANFIS-DE 0.937 0.915 29.562 38.661 0.252 0.334
ANFIS-ACOr 0.995 0.991 7.827 13.001 0.066 0.112

bold values are the highest achieved values for each algorithms.
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ANFIS training section very well, and the statistical comparison
between the simple and hybrid modes shows the improvement of
the infusion performance using meta-heuristic algorithms. The
results show that ANFIS–ACOr prevents the system from falling
at optimal local points (Kishi et al., 2018). In Figure 6A, the
ANFIS results are negative in some cases, which is one of the
weaknesses of the conventional methods in simulating complex
phenomena such as sediment, while due to the reliable
performance of the ACOr algorithm, it can be used to model
very complex phenomena, such as prediction of SL.

In this case, it is clear that combining data could greatly
improve the performance of algorithms. This has significantly
increased the poor performance of the algorithms in predicting
the maximum and minimum points. In addition, the amount of
statistical parameters has been significantly improved. This shows
that the hybrid structures used have been able to escape the local
optimization with the help of the combination of input data and
show significant performance.

3.2.3 Assessment of the Performance of Algorithms in
the Third Group
Considering all three types of data recorded at the farm station as
input data, the results of statistical parameters R2 and RMSE can
be seen in Table 4. Algorithm calculations show that the presence

of T as part of the input data slightly reduces the performance of
the algorithms compared to the CM + Q mode. However, hybrid
algorithms still performed satisfactorily compared to the classic
ANFIS. ANFIS-PSO, ANFIS-GA, and ANFIS-DE were also in the
next ranks of prediction of SL after the ANFIS–ACOr (Table 4).
The results of the ANFIS–ACOr hybrid algorithm in the training
mode are R2 = 0.989, RMSE = 11.900 (ton/day), and SI = 0.101
and in the test mode are R2 = 0.987, RMSE = 15.507 (ton/day),
and SI = 0.134. The ANFIS with the weakest performance was
able to record the results of R2 = 0.784, RMSE = 52.992 (ton/day),
and SI = 0.452 in the training mode and R2 = 0.835, RMSE =
54.582 (ton/day), and SI = 0.472 in the test mode. The results
obtained from this study were in good agreement with the results
of other studies (Azad et al., 2017). Their study on predicting
water quality parameters concluded that meta-heuristic
algorithms could improve the performance of the classical
ANFIS. Figure 9 shows the comparison of all five algorithms
in Taylor Diagram using standard deviation, Pearson’s
correlation, and RMS which supports the calculation above in
T + Q + CM set data.

Figure 10 and Figure 5 compare the performance of the two
ANFIS algorithms in its classical state and in the optimized state
with the ACOr algorithm, in which the input data is T + CM + Q.
As can be seen in Figures 7, 9, the results of the ACOr algorithm

FIGURE 8 | Results for ANFIS and ANFIS–ACOr in all inputs. (A) SL predicted by ANFIS in the test mode. (B) SL predicted by ANFIS–ACOr in test mode.

FIGURE 9 |Results for ANFIS and ANFIS-ACOr in all inputs. (A)Comparing the SL observed with the SL predicted in ANFIS in the test mode, (B)Comparing the SL
observed with the SL predicted in the ANFIS-ACOr in the test mode.
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show the success of this optimization algorithm in improving the
performance of the ANFIS. Comparative graphs show that the
ANFIS–ACOr has a good ability in predicting the maximum and
minimum points (Kishi et al., 2017; Kishi et al., 2017; Yaseen et al.,
2017), while the classical ANFIS suffers from this weakness.

The results obtained in this case indicate that the combination
of all input data, in fact, could not have a significant impact on the
performance of the algorithm. However, by comparing Figures 5,
10 with Figures 6, 8, it can be concluded that the existence of
temperature data with a more scattered nature had the opposite
function in the training mode. In addition, in the test mode, the
predictions for the maximum and minimum points are slightly
weaker. This indicates the sensitivity of the hybrid algorithms used
for the type of data.

4 ANALYSIS OF THE RESULTS

In this study, it was hypothesized that hybridization of the ANFIS
using four evolutionary algorithms could increase the performance of
the ANFIS in predicting the amount of sediment. In addition, in
order to be able to understand the impact of each data and their
combination, different combinations of data were proposed. Initially,

the ANFIS clearly showed that its predictive power was not optimal
for sediment load with this data set, so in the first step, the algorithms
were evaluated with only one input data set. This method was a
determinant of the impact of each data on the scale prediction
operation. The results showed that the temperature data (T) in all
algorithms led to poor results. After T, the discharge data (Q) showed
a significant effect in predicting the amount of sediment. Finally, it
was the CM data that showed the highest impact in estimating the
amount of sediment. In all the obtained results, the ANFIS–ACOr
hybrid algorithm showed the best results, which was in line with the
assumption of the research problem. But, the lowest statistical
indicators were recorded for the ANFIS algorithm, and the reason
for this is that the random selection of data for training and testing
tends to overfit the calculations. Comparing the current structure of
ANFIS training with the situation in whichmeta-heuristic algorithms
are used, it can be concluded that meta-heuristic algorithms have
been able to provide a method that is more independent than the
ANFIS and have been able to escape the optimal local trap better than
the ANFIS. In other words, it can be said that the overdependence of
the ANFIS training process was improved by using these algorithms.
The results obtained from the use of meta-heuristic algorithms in
ANFIS training showed that all of them have been able to improve its
performance, but in themeantime, the ACOr algorithm is better than

TABLE 4 | Performance of the ANFIS and other hybrid algorithms taking into account all data.

Input Statistic parameter R2 RMSE (ton/day) SI

Model Training Test Training Test Training Test

T + Q + CM ANFIS 0.784 0.835 52.992 54.582 0.452 0.472
ANFIS-PSO 0.979 0.984 16.520 17.991 0.141 0.155
ANFIS-GA 0.965 0.967 21.490 23.896 0.183 0.206
ANFIS-DE 0.888 0.901 42.430 50.674 0.362 0.438
ANFIS-ACOr 0.989 0.987 11.900 15.507 0.101 0.134

bold values are the highest achieved values for each algorithms.

FIGURE 10 | Taylor diagram for Comparison between 5 Hybrid Algorithms in T+Q+CM set data in (A)-Train and (B)- Test phase.
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the others by avoiding falling into the optimal local trap and the
problem of over-adaptation. The results of other research studies
(Kishi et al., 2018) also confirm this claim. After ACOr, GA, PSO, and
DE algorithms were ranked next.

The data were then divided into composite groups consisting of
two types of data. In other words, T +Q, T + CM, andQ +CMwere
the criteria for evaluating the performance of the proposed
algorithms. According to the obtained results, it was expected
that weaker results would be obtained in the combinations that
included T. The results also indicated that the combination of T and
Q showed the weakest predictions in this part of the study. This was
followed by the combination of T and CM data, which was able to
show slightly better predictions, while the best data combination,
both in this section and in the whole study, was the combination of
Q and CM data, with the lowest error rate. It should be noted that
the performance of meta-heuristic algorithms can show a significant
effect on the performance of the ANFIS for predicting sediments. In
addition, the results of the ANFIS–ACOr algorithm in this section
showed the highest correlation and lowest error. Following the
effects of the data, the combination of all three data was
examined. The noteworthy point in this section was that despite
the very good performance of all algorithms in predicting the
amount of sediment none of them could show a better
performance than the combination of CM + Q data. This result
showed that the presence of temperature data can reduce the
performance of hybrid algorithms in predicting the amount of
sediment in the dam reservoir. In this section, all hybrid
algorithms had improved the performance of the ANFIS in
predicting the amount of sediment, and among these, the

ANFIS–ACOr algorithm had the best performance. According to
the results obtained in this section, it was observed that hybrid
algorithms when combining data together were still able to show
much better performance than a simple ANFIS. This is because the
ANFIS performed weaker than the hybrids with the emergence of a
parameter that has the least correlation with the observational data,
while the algorithms used were able to significantly enhance the
ANFIS’s weakness (Azad et al., 2017).

Dam construction studies have very high costs. An important
part of dam studies is estimating the amount of sediment in the
river. Sedimentation behind dams and studies related to dam
construction is one of the most important parts. Laboratory
methods undoubtedly require a lot of money to calculate the
amount of sediment, but using hybrid algorithms, the amount of
sediment in the river can be estimated with a high degree of
reliability. Undoubtedly, it is recommended to use laboratory
calculations and intelligent algorithms simultaneously in water
designs that are of high importance in order to ultimately
determine the reliability of these new and low-cost methods.
In this study, using recorded information (such as temperature,
flow rate, and sediment concentration) upstream of a real dam
and using the proposed intelligent method, the amount of
sediment is predicted, and it is suggested that this method
can be combined with other studies related to sediment
estimation.

Figure 11 shows the coherence process of the algorithms used in
this study. This figure shows a comparison of the search quality in
the answer space. As can be seen, the ANFIS–ACOr algorithm
searches the target space better than other algorithms.

FIGURE 11 | The quality of simulating by proposed algorithms.
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5 CONCLUSION

In the present study, by performing the coefficient of determination
test on the input data of temperature, river flow, and sediment
concentration, it was concluded that the sediment concentration
data had the highest correlation with the recorded sediment load
data, while the temperature had the lowest correlation.

Themain purpose of this studywas to investigate the performance
of meta-heuristic algorithms with classical adaptive neuro-fuzzy
inference system. For this purpose, by grouping the input data
into single, binary, and ternary groups, the performance of hybrid
algorithms and ANFIS was investigated. According to the
computations, the best statistical results were recorded when the
data were binary (sediment concentration + river flow) in which the
ANFIS–ACOr extended to continuous domain algorithm with R2 =
0.991, RMSE = 13.001 (to/day), and SI = 0.112 in the test mode
revealed the best performance. In the other two scenarios, also the
ANFIS–ACOr extended to continuous domain presented the best
prediction which shows it poser for estimating sediment load.
Considering the results of the regression test, there was no
expectation for the single dataset to provide the best platform for
prediction of sediment load; on the other hand, the results showed
that for finding the best combination, grouping data were necessary
for complete clearance. By considering the outcomes of the dataset in
whole (temperature + river flow + sediment concentration), the
results were satisfying [R2 = 0.987, RMSE= 15.507 (ton/day), and SI =
0.134]; while it was not the best outcome, it should bementioned that
it needed more time for calculation. Relying on the results obtained
from the use of meta-heuristic algorithms in the ANFIS training

stage, it can be concluded that these algorithms have a good ability in
training and improve the performance of the ANFIS and increase its
accuracy in predicting complex hydrological phenomena, such as
river sediment prediction. Using the statistical parameters used in the
study and comparing the performance of hybrid algorithms in
sediment estimation, it was observed that the considered
assumption in the problem was proved and in the meantime, the
ANFIS–ACOr extended to continuous domain algorithmwas able to
obtain the best performance among all hybrid algorithms used in
this study.
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