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ABSTRACT
Streamlined weirs, which are a nature-inspired type of weir, have gained tremendous attention
among hydraulic engineers, mainly owing to their established performance with high discharge
coefficients. Computational fluid dynamics (CFD) is considered as a robust tool to predict the dis-
charge coefficient. To bypass the computational cost of CFD-based assessment, the present study
proposes data-driven modeling techniques, as an alternative to CFD simulation, to predict the dis-
charge coefficient based on an experimental dataset. To this end, after splitting the dataset using a
k-fold cross-validation technique, theperformanceassessmentof classical andhybridmachine learn-
ing–deep learning (ML-DL) algorithms is undertaken. Among ML techniques, linear regression (LR),
random forest (RF), support vector machine (SVM), k-nearest neighbor (KNN) and decision tree (DT)
algorithms are studied. In the context of DL, long short-term memory (LSTM), convolutional neural
network (CNN) andgated recurrent unit (GRU), and their hybrid forms, such as LSTM-GRU, CNN-LSTM
and CNN-GRU techniques, are compared using different error metrics. It is found that the proposed
three-layer hierarchical DL algorithm, consisting of a convolutional layer coupled with two subse-
quent GRU levels, which is also hybridized with the LR method (i.e. LR-CGRU), leads to lower error
metrics. This paper paves the way for data-driven modeling of streamlined weirs.
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1. Introduction

Weirs are among the most useful and common hydraulic
structures, being used in various applications, such as
irrigation networks, sewage networks and water supply
systems (Abdollahi et al., 2017). According to the crest
type, the main weir groups are classified into sharp-,
broad- and short-crested weirs. Circular-crested, over-
flow (ogee) and streamlined weirs are special kinds of
short-crested weirs (Bagheri & Kabiri-Samani, 2020a).
Streamlined weirs, which are a nature-inspired type of
weir, have gained tremendous attention among hydraulic
engineers owing to their well-known performance with
high discharge coefficient, overflow stability behavior and
minimized fluctuation in free water surface. The general
shape of a streamlined weir, which is designed according
to airfoils, was originally derived from the topology of a
bird’s wings. The importance of streamlined weirs, pur-
ported to be themost state-of-the-art form of weir, is well
documented in the hydraulic engineering field (Bagheri
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&Kabiri-Samani, 2020a, 2020b; Rao & Rao, 1973). How-
ever, owing to the complex geometry of streamlinedweirs
in their design, this kind of weir received less atten-
tion from practitioners. The estimation of the discharge
coefficient of weirs is an important subject since many
experimental and/or numerical studies have been under-
taken in different types of weir (Arvanaghi et al., 2014;
Arvanaghi & Oskuei, 2013; Borghei et al., 1999; John-
son, 2000; Mahtabi & Arvanaghi, 2018; Qu et al., 2009;
Rady, 2011; Tullis, 2011). For the past two decades, com-
putational fluid dynamics (CFD) has drawn tremendous
attention from both academia and industry to model
problems involving fluid domains and their correspond-
ing boundary conditions and interactions. OpenFOAM
software, an open-source toolbox, is widely used in high-
fidelity computational models owing to its incorpora-
tion of a vast variety of solvers compatible with dif-
ferent ranges of fluid flow. Although CFD-based per-
formance assessment of fluid-flow phenomena leads to
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reliable results, it suffers from computationally demand-
ing procedures and a requirement for profound academic
knowledge in the field of fluid mechanics (Bagheri &
Kabiri-Samani, 2020a, 2020b).

Data-driven modeling offers a framework to assess a
model as a black box. Hence, it is possible to analyze
a broader range of models and systems, irrespective of
the nature of the problem. In particular, machine learn-
ing–deep learning (ML-DL) modeling is an active field
of research in engineering fields such as structural and
earthquake engineering (Abasi et al., 2021; Barkhordari
& Es-haghi, 2021; Barkhordari & Tehranizadeh, 2021;
Esteghamati & Flint, 2021; Hariri-Ardebili & Salazar,
2020; Pourkamali-Anaraki et al., 2020; Soraghi &Huang,
2021) and biomedical engineering. Other applications of
ML-DL techniques can also be found (Aswin et al., 2018;
Athira et al., 2018; Selvin et al., 2017; Vinayakumar et al.,
2017).

Different machine learning (ML) and surrogate mod-
eling algorithms have been applied in various hydraulic
engineering problems, such as dams, sedimentation and
spillways (Amini et al., 2021a, 2021b; Bhattacharya et al.,
2007; Hariri-Ardebili et al., 2021; Roushangar et al., 2014;
Torres-Rua et al., 2012). It is recognized that an empir-
ical relationship for the discharge coefficient based on
experimental or hydraulic models faces some limitations
regarding hydraulic and geometric parameters (Ebtehaj
et al., 2018). The main motivation of the present study
is to bypass the computational cost of discharge coeffi-
cient prediction using a CFD framework by investigating
the potential capability of hybrid ML-DL algorithms as

an alternative to CFD-based simulations. The compar-
ison between the CFD-based discharge coefficient and
the proposed data-driven techniques is graphically illus-
trated in Figure 1. which was inspired by Bagheri and
Kabiri-Samani (2020a, 2020b). The data-driven model-
ing part of Figure 1 will be discussed comprehensively in
Sections 4 and 5.

The incorporation of various geometric and hydraulic
parameters affecting the hydraulic operations of weirs
requires the application of an accurate model to deter-
mine their discharge coefficients. In this context, propos-
ing an accurate technique for the estimation of discharge
coefficient is a challenging task.

In this work, a group of 12 classical and hybridML-DL
algorithms is employed to predict the discharge coef-
ficient of streamlined weirs based on an experimental
dataset. In the following text, Section 2 describes lit-
erature related to different uses of ML-DL techniques
in weirs. Section 3 explains the data employed in this
study. Section 4 describes theML-DL algorithms, includ-
ing the proposed method. Section 5 illustrates the results
obtained by different data-driven techniques. Finally, in
Section 6, conclusions are presented and directions for
future work are outlined.

2. Related works

The determination of the discharge coefficient of weirs is
themost important factor in the design of these hydraulic
structures. Several studies have been performed using

Figure 1. Data-driven discharge coefficient estimation of streamlined weirs as an alternative to the computational fluid dynamics
(CFD)-based procedure. MSE = mean squared error; RMSE = root mean squared error; MAE = mean absolute error; MAPE = mean
absolute percentage error;MSLE = mean squared logarithmic error; RMSLE = rootmean squared logarithmic error;MPD = meanPois-
son deviance; MGD = mean gamma deviance; DT = decision tree; KNN = k-nearest neighbor; LR = linear regression; RF = random
forest; SVM = support vector machine; CNN = convolutional neural network; GRU = gated recurrent unit; LSTM = long short-term
memory.
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Table 1. Previous works on discharge coefficient estimation of weirs using different soft computing techniques.

Weir configuration Soft computing techniques Reference

Sharp-crested weir FFNN, RBNN Bilhan et al. (2010)
Triangular labyrinth side weirs ANN Emiroglu et al. (2011)
Broad-crested weir GP, ANN Salmasi et al. (2013)
Triangular labyrinth side weirs MLP, RBNN Zaji and Bonakdari (2014)
Side weirs MLP Parsaie and Haghiabi (2015)
Trapezoidal and rectangular side weirs SVM and GA (SVM-GA), GEP Roushangar et al. (2016)
Two-cycle labyrinth weirs ANFIS, MNLR Aydin and Kayisli (2016)
Side weirs SVM Azamathulla et al. (2016)
Triangular labyrinth weirs SVR, SVR-FA, RSM, PCA Karami et al. (2017)
Triangular labyrinth weirs MLP-NN, RBNN, SVM Parsaie and Haghiabi (2017)
Rectangular side weirs ANFIS Ebtehaj et al. (2018)
Labyrinth weirs ANFIS, MLP-NN Haghiabi et al. (2018)
Piano key weir MLP, MLP-FA, MLP-PSO, MLP-GA, MLP-MFO, ANFIS, ANFIS-FA,

ANFIS-PSO, ANFIS-GA, ANFIS-MFO
Zounemat-Kermani et al. (2019)

Trapezoidal labyrinth weirs MLP-NN, RBNN, SVM Norouzi et al. (2019)
Labyrinth weirs ANFIS, ANFIS-FFA Shafiei et al. (2020)
Skew side weir MLR, GEP Mohammed and Sharifi (2020)
Sharp-crested weirs ANN, SVM, ELM Li et al. (2021)
Triangular labyrinth weirs ANFIS, ANFIS-PSO, ANFIS-FA, SVR, SVR-FA, MLP, MLP-FA, RBNN Mahmoud et al. (2021)

Note: FFNN = feed forward neural network; RBNN = radial basis neural network; ANN = artificial neural network; GP = genetic programming; MLP = multi-
layer perceptron neural network; SVM = support vector machine; GA = genetic algorithm; GEP = gene expression programming; ABFIS = adaptive neuro-
fuzzy inference system; MNLR = multiple nonlinear regression; SVR = support vector regression; FA = firefly algorithm; RSM = response surface methodol-
ogy; PCA = principal component analysis; PSO = particle swarm optimization; MFO = moth-flame optimization; FFA = neuro-fuzzy-firefly; MLR = multiple
linear regression; ELM = extreme learning machine.

various ML-DL algorithms to predict the discharge coef-
ficient. Some of the state-of-the-art ML-DL techniques
related to the estimation of the discharge coefficient are
presented in Table 1, considering different weir config-
urations. One may note that none of the existing stud-
ies investigated the potential capability of ML-DL tech-
niques for streamlined weirs, which reflects the main
motivation of the present study.

3. Data description

The flow rateQ over a short-crest weir is computed based
on continuity and Bernoulli’s equations, as expressed in
Equation (1):

Q = 2
3
CdB

√
2
3
gH3/2

1 (1)

where Cd is the weir discharge coefficient; B is the weir
width;H1 = h1 + hv is the total head; h1 is the upstream
head over the crest; hv is the upstream velocity head and
is equal to v2/2g; v is the approach velocity; and g is the
acceleration due to gravity.

In this research, an experimental dataset for 120 mod-
els of streamlined weirs, which are designed based on the
principle of the Joukowsky transform function, is used
(Bagheri & Kabiri-Samani, 2020a). The model is graph-
ically illustrated in Figure 2 and the related hydraulic
parameters are shown in Table 2, which is adapted
from (Bagheri & Kabiri-Samani, 2020a). The data con-
sist of two groups, namely with and without a base block
under streamlined weirs. In models without a base block,
parameter β is considered equal to zero. Table 2 shows
nine parameters, which are considered as model inputs
in the proposed method. The discharge coefficient is the
model output.

Figure 2. Schematic view of a streamlined weir.
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Table 2. Input parameters for estimating the discharge coeffi-
cient.

Input parameter Description

λ Relative eccentricity
β Angle between the downstream slope of weirs, fixed

and horizontal axis
L Initial length of the streamlined weir
W Total weir height
Q Flow discharge
Y1 Upstream water depth
Y2 Water depth at the weir crest
Y3 Downstream flow depth
h1 Upstream flow depth on the weir crest

4. Methods

The studied ML-DL methods are introduced in Section
4.1. Details of the implemented methods and parame-
ters are also stated. The proposed method is introduced
in detail in Section 4.2. All data-driven techniques are
implemented in Python programming language. In this
research, ‘sklearn’ and ‘keras’ packages by ‘tensorflow’
backend are used for program development. A GPU
GFORCEGTX950 with 16GB RAMDDR4 is used as the
implementation hardware.

4.1. Machine learning–deep learning algorithms

With the development of ML-DL methods, various
ML-DL-based models have been introduced and have
received extended attention (see Table 1). In the present
study, five classical ML techniques are applied to estimate
the discharge coefficient. The performance assessment of
the support vector machine (SVM), random forest (RF),
linear regression (LR), k-nearest neighbor (KNN) and
decision tree (DT) algorithms is undertaken via error
metrics. Among theseML techniques, the candidate with
the highest accuracy is considered as the accepted ML
technique in the present study. All model parameters of
classical ML techniques are summarized in Table 3. Since
the appliedML techniques arewell documented in the lit-
erature, readers are referred to Sammut andWebb (2011)

for a detailed discussion on the mentioned classical ML
techniques.

As mentioned in Section 1, the main objective of this
study is to propose an accurate data-driven technique to
estimate the discharge coefficient. Accordingly, we assess
the capability of six classical and hybrid deep learning
(DL) techniques in comparison to a three-layer hierar-
chical DL technique for possible adaptive implementa-
tion with a successful ML technique in a state-of-the-
art hydraulic engineering application. Deep neural net-
works (DNNs) are created from artificial neural networks
(ANNs). ANNs usually contain few (shallow) layers,
whereas DNNs contain more hidden (deep) layers. With
more layers, DNNs are capable of learning big data (Wang
et al., 2019). DL is a method that predicts results through
several layers, with each layer containing the weights of
a neural network (Zhao et al., 2019). As a result, it can
be said that DL is a special kind of neural network that
involves more layers. Within this framework, increasing
the number of layers in DL has led to better outcomes
than simple ANNs. In the context of DL, long short-term
memory (LSTM) (Hochreiter & Schmidhuber, 1997),
convolutional neural network (CNN) (LeCun et al., 1995)
and gated recurrent unit (GRU) (Cho et al., 2014), and
their hybrid forms, such as LSTM-GRU, CNN-LSTM
and CNN-GRU techniques, are analyzed by different
error metrics. In the following, DL techniques are intro-
duced briefly, and a detailed discussion on the proposed
algorithm is provided in Section 4.2. As a variant of
the recurrent neural network (RNN), LSTM has a long-
term memory function that is suitable for processing
important events with long intervals and delays in time
series. Therefore, the neural network structure, which is
primarily composed of LSTM units with memory func-
tions, can make decisions based on the previous states
to adapt to various running scenarios (Guo et al., 2021).
LSTMhas beenwidely used in issues related to sequential
data, such as natural language processing (NLP), voice
recognition and time-series analysis (Sezer &Ozbayoglu,
2018).

Table 3. Parameter values of machine learning (ML) algorithms.

SVM RF KNN DT

Kernel = RBF n_estimators = 100 n_neighbors = 5 Criterion = MSE
Degree = 3 Criterion = MSE Weights = Uniform Splitter = Best
Gamma = Scale min_samples_split = 2 Algorithm = Auto min_samples_split = 2
Coef0 = 0.0 min_samples_leaf = 1 Leaf size = 30 min_samples_leaf = 1
Shrinking = True min_weight_fraction_leaf = 0. p = 2 min_weight_fraction_leaf = 0.
Cache size = 200 Max features = Auto Metric = Minkowski
Epsilon = 0.1 Bootstrap = True
Tol = 1e-3
C = 1.0

Note: SVM = support vectormachine; RF = random forest; KNN = k-nearest neighbor; DT = decision tree; RBF = radial basis function; MSE = mean squared
error.
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The original idea for the CNN was initially modeled
on mammalian vision. This type of network is able to
achieve results similar to humans in some cases and even
stronger than human vision in other cases. A CNN is
made up of a number of convolutional layers. From the
combination of these layers of convolution, a DNN is
formed. CNN has been widely used and has achieved
brilliant results in image processing, image classification
and computer vision (Sammut &Webb, 2011).

Similarly to LSTM, GRU is a variant of RNN. In
general, two main layers are implemented in GRU. It
first determines how the previous information should be
passed along to the future. Next, it determines howmuch
of the past information must be discarded in the second
layer. GRU leads to better performance for smaller and
less frequent datasets in comparison to LSTM (Gruber &
Jockisch, 2020). Model parameters of these classical DL
techniques are summarized in Table 4.

Hybrid DL techniques are constructed by coupling
classical DL algorithms. In this context, LSTM-GRU is
developed by two LSTM layers and one GRU layer, in
which the number of neurons of LSTM and GRU lay-
ers is assumed to be 50. The other remaining parame-
ters are identical to LSTM and GRU parameters. In the
CNN-LSTM approach, one convolutional layer and two
LSTM layers are applied, while the remaining parameters
are obtained from classical DL. The same implementa-
tion is assumed for CNN-GRU, where one convolutional
layer and two GRU layers are mixed. All the remaining
parameters of the proposed LR-CGRU method, which is
a three-layer hierarchical DL algorithm consisting of a
convolutional layer coupled with two subsequent GRU
levels, hybridized with LR, are assumed to be equal to
those of the LR, CNN and GRU algorithms.

Table 4. Parameter values of classical deep learning (DL) algo-
rithms.

LSTM CNN GRU

Layers: 3 LSTM layers Layers: 3 convolutional
layers

Layers: 3 GRU layers

Number of neurons: 50 Number of filters: 64 Number of neurons: 50
Number of epochs: 200 Number of epochs: 200 Number of epochs: 200
Activation for all layers

(except the last):
ReLU

Activation for all layers
(except the last):
ReLU

Activation for all layers
(except the last):
ReLU

Loss function: MSE Loss function: MSE Loss function: MSE
Optimizer: Adam Optimizer: Adam Optimizer: Adam
beta1 of optimizer: 0.9 beta1 of optimizer: 0.9 beta1 of optimizer: 0.9
beta2 of optimizer:

0.999
beta2 of optimizer:

0.999
beta2 of optimizer:

0.999
Learning rate: 0.001 Learning rate: 0.001 Learning rate: 0.001

Size of kernels: 3∗3
Note: LSTM = long short-term memory; CNN = convolutional neural net-
work; GRU = gated recurrent unit; ReLU = rectified linear activation func-
tion; MSE = mean squared error.

4.2. Proposedmethod (LR-CGRU)

The dataset is split into the ‘training’ and ‘testing’ groups
to generate meta-inputs for the proposed algorithm. A
successful out-of-sampling technique for this purpose is
the k-fold cross-validation (CV) technique. In this con-
text, by transforming the whole dataset into k mutually
exclusive and collectively exhaustive subsets, only one set
is used for testing and the remaining (k− 1) subgroup is
incorporated in the training procedure. In addition, the
initial weight assignment of ML-DL algorithms is com-
monly performed by a random configuration. Hence, the
k-fold CV technique can lead to unbiased assessment.
In the ML-DL algorithm proposed in the present study,
k = 5 is used for the CV tool. According to Razavi-
Far et al. (2019), the predictive models are trained in a
‘one-step-ahead’ configuration.

A three-layer hierarchicalDL algorithm consisting of a
convolutional layer coupled with twoGRU levels is intro-
duced as the final DL algorithm, which is also hybridized
by the LRmethod as theML technique owing to its lower
CV errors (a detailed explanation of the errormetrics and
their obtained values forML-DL algorithms will be given
in Section 5). Accordingly, LR-CGRU is the combination
of LR, CNN and GRU, and uses a convolutional layer
as the first layer and two GRU layers in the subsequent
DL phase. A graphical representation of the proposed
algorithm is shown in Figure 3.

The proposed model is trained five times owing to the
use of five-fold CV technique. In the five-fold CV tech-
nique, the model is trained with 80% of the dataset and
tested on the remaining 20%. Accordingly, we have five
predicted datasets for both ML and DL algorithms, in

Figure 3. Flowchart of the proposed method: LR-CGRU, consist-
ing of a machine learning (ML) algorithm [i.e. linear regression
(LR)] coupled with a three-layer hierarchical deep learning (DL)
technique [i.e. convolutional gated recurrent unit (C-GRU)].
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which the computed data are averaged for both ML and
DL methods.

5. Results and discussion

5.1. Verification of the proposed algorithm

In this section, in the first stage, the predicted results of
all ML methods, including SVM, RF, LR, KNN and DT,
are compared with the experimental results, which are
graphically shown in Figure 4(a)–(e). It can be observed
that the LR and RF methods provide better results than
the other ML techniques in terms of the YY plot.

An ML-DL model can be evaluated in a complicated
manner. The dataset is usually split into training and test-
ing sets. Then, the model performance is evaluated based
on an error metric to specify the precision of the model.
However, this technique is not reliable enough as the
computed accuracy for one test set may be very differ-
ent from another one. To cope with this problem, k-fold
CV is performed. As mentioned in Section 4.2, the five-
fold CV technique is considered for all applied ML-DL
algorithms. In detail, in the first iteration, the first fold is
used to test the ML-DLmodel and the rest of the data are
considered as the training set. In the next iteration, the
second fold is used as the testing set and the rest of data
are employed as a training set. This procedure continues
until five folds have been used.

To assess the performance of each ML-DL method,
eight error metrics, namely mean squared error (MSE),

root mean squared error (RMSE), mean absolute error
(MAE), mean absolute percentage error (MAPE), mean
squared logarithmic error (MSLE), root mean squared
logarithmic error (RMSLE), mean Poisson deviance
(MPD) and mean gamma deviance (MGD), are
employed. These error metrics are introduced in Equa-
tions (2)–(9), respectively:

MSE = 1
n

n∑
i=1

(yi − ŷi)2 (2)

RMSE =
√√√√1

n

n∑
i=1

(yi − ŷi)2 (3)

MAE =
∑n

i=1 |yi − ŷi|
n

(4)

MAPE = 100
n

n∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ (5)

MSLE = 1
n

n∑
i=1

(log(yi) − log(ŷi))2 (6)

RMSLE =
√√√√1

n

n∑
i=1

(log(yi) − log(ŷi))2 (7)

MPD = 1
n

n−1∑
i=0

2
(
yi log

(
yi
ŷi

)
+ ŷi − yi

)
(8)

Figure 4. Comparison between the experimental data and machine learning (ML) methods: (a)–(e) predicted discharge coefficient
vs experimental dataset; (f ) results of six error metrics for all ML algorithms. SVM = support vector machine; RF = random forest;
LR = linear regression; KNN = k-nearest neighbor; DT = decision tree; MSE = mean squared error; RMSE = root mean squared error;
MAE = mean absolute error; MAPE = mean absolute percentage error; MSLE = mean squared logarithmic error; RMSLE = root mean
squared logarithmic error; MPD = mean Poisson deviance; MGD = mean gamma deviance.
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MGD = 1
n

n−1∑
i=0

2
(
log

(
ŷi
yi

)
+ yi

ŷi
− 1

)
(9)

where yi is the real (i.e. experimental) dataset and ŷi is
the predicted outputs. Figure 4(f) shows the logarith-
mic values of the applied performance metrics for each
ML method. According to Figure 4(f), linear regression,
which has the darkest color of the methods, is considered
the most successful ML technique in the present study.

In the next stage, classical DL methods (namely,
LSTM,GRU andCNN) and their variants (namely CNN-
LSTM, GRU, LSTM and LSTM-GRU) are applied to pre-
dict the discharge coefficient of streamlined weirs. The
predicted outputs by the mentioned DL algorithms ver-
sus the experimental dataset are demonstrated in YY
plots in Figure 5.

As it can be seen in the second row of Figure 5,
all hybrid DL algorithms outperform the classical ones.
However, to provide a robust conclusion, the eight error
metrics in Figure 4(f) are applied again, and the logarith-
mic values of the error metrics are shown in Figure 6(a).
To demonstrate the potential capability of the proposed
methods, the error metrics of the LR-CGRU algorithm
are also plotted in the last column of Figure 6(a). In gen-
eral, it can be concluded that all hybrid algorithms con-
sidering both ML and DL, which are plotted in Figures
4(f) and 6(a), respectively, provide low error metrics. LR-
CGRU not only leads to lower error considering all eight
metrics, but also provides considerably lower metrics in
MSE, MSLE, MPD and MGD. Moreover, the YY plot
for the proposed method is shown in Figure 6(b), which

Figure 6. Three-layer hierarchical deep learning (DL) algorithm
consisting of a convolutional layer coupled with two subse-
quent gated recurrent unit (GRU) levels, hybridized with lin-
ear regression (LR) method (LR-CGRU): (a) error metrics for
all DL algorithms in conjunction with the LR-CGRU method;
(b) YY plot for the proposed method. MSE = mean squared
error; RMSE = root mean squared error; MAE = mean absolute
error; MAPE = mean absolute percentage error; MSLE = mean
squared logarithmic error; RMSLE = root mean squared logarith-
mic error;MPD = meanPoissondeviance;MGD = meangamma
deviance; CNN = convolutional neural network; LSTM = long
short-termmemory.

highlights the superiority of the LR-CGRU method. The
computational cost regarding the training time of all ML-
DL algorithms is presented in theAppendix. As expected,
there is a sharp distinction between the computational
costs ofML andDL algorithms.However, LR-CGRUpro-
vides an acceptable computational complexity compared
to other classical and hybrid DL algorithms.

5.2. Comparisonwith previous works

Finally, the data-driven outputs are compared with those
of previous related works. Bagheri and Kabiri-Samani

Figure 5. Comparison between the experimental dataset and derived outputs by the applied classical and hybrid deep learning (DL)
methods. GRU = gated recurrent unit; LSTM = long short-termmemory; CNN = convolutional neural network.
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(2020a) proposed an algebraic equation to compute the
streamlined discharge coefficient (Cd) using dimensional
analysis and a curve-fitting tool in MATLAB, as follows:

Cd = 1.4λ0.05
[
h1
L
h1
W

]0.1
(10)

Carollo and Ferro (2021) proposed a relationship
between discharge Q and upstream water level h1, based
on the experimental results of Bagheri andKabiri-Samani
(2020a), as shown in Equation (11):

A = a
(
h1
W

)
= Q2/3

g1/3b2/3W
(11)

Based on Equations (10) and (11), the coefficient a was:

a = 2
3
Cd

2/3 (12)

In Carollo and Ferro (2021), according to dimensional
analysis and self-similarity theory, the stage-discharge
relationship was obtained as:

A = 0.8546
(
h1
W

)1.1243( L
W

)−0.1012(W1

W

)0.0412
(13)

By combining Equations (11) and (12):

A = 2
3
Cd

2/3 h1
W

(14)

By substituting Equation (13) into Equation (14):

2
3
Cd

2/3 h1
W

= 0.8546
(
h1
W

)1.1243( L
W

)−0.1012

×
(
W1

W

)0.0412
(15)

In the last step, the discharge coefficient was obtained as:

Cd =
[[

3
2
W
h1

][
0.8546

(
h1
W

)1.1243( L
W

)−0.1012

×
(
W1

W

)0.0412
]]3/2

(16)

In Figure 7, the results from equations proposed by
Bagheri and Kabiri-Samani (2020a) (i.e. Equation 10)
and Carollo and Ferro (2021) (i.e. Equation 16) are com-
pared with those obtained by the proposed LR-CGRU
algorithm. As can be seen, the proposed data-driven
technique provides more accurate outputs than the alge-
braic expressions introduced by Bagheri and Kabiri-
Samani (2020a) and Carollo and Ferro (2021), which
highlights the superiority of ML-DL-driven techniques
for the prediction of the discharge coefficient.

Figure 7. Comparison of outputs from the-layer hierarchical
deep learning (DL) algorithm consisting of a convolutional layer
coupled with two subsequent gated recurrent unit (GRU) levels,
hybridized with linear regression (LR) method (LR-CGRU) (blue
triangles) with previous works (Carollo & Ferro, 2021; Bagheri &
Kabiri-Samani, 2020a) in a YY plot.

6. Conclusion and future works

This paper aims to predict the discharge coefficient of
streamlined weirs, which are known as a state-of-the-art
type of weir. As an alternative to the CFD procedure to
predict discharge coefficient of this nature-inspired type
of weir, the potential superiority of ML-DL algorithms
is investigated. Five classical ML techniques, namely LR,
RF, SVM, KNN and DT, are applied. In addition, among
the DL algorithms, LSTM, CNN and GRU, and their
hybrid forms (i.e. LSTM-GRU, CNN-LSTM and CNN-
GRU) are compared by eight different error metrics.

To enhance the accuracy, a three-layer hierarchical
DL algorithm consisting of a convolutional layer coupled
with two subsequentGRU levels, which is also hybridized
by the linear regression method (i.e. LR-CGRU), is pro-
posed. In general, hybrid deep data-driven algorithms
providemore accurate results than the classical ones. Fur-
thermore, it is clearly demonstrated that the LR-CGRU
technique outperforms 11 other ML-DL algorithms.

Finally, the superiority of the proposed data-driven
technique is demonstrated by a comparative analysis
between previously introduced algebraic expressions to
predict the discharge coefficient. The results indicate
that the LR-CGRU algorithm can act as an alternative
tool to forecast the discharge coefficient of streamlined
weirs accurately, which paves the way for data-driven
modeling of streamlined weirs. Although the capabili-
ties of 12 ML-DL algorithms are investigated to predict
the discharge coefficient, there is still a need for future
studies to enhance both the accuracy and the efficiency
of the estimation. Furthermore, the application of the
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proposed ML-DL algorithm in probabilistic risk assess-
ment (Abyani et al., 2019; Amini et al., 2021a, 2021b;
Kia et al., 2021; Zarrin et al., 2020) of streamlined weirs
can be investigated in future works. Moreover, the pro-
posed methodology could be used in other applications
and scientific fields, including heat transfer, CFD, hydro-
foil design and thermal imaging (e.g. Glowacz, 2021a,
2021b; Glowacz et al., 2021; Bahman et al., 2020; Bah-
man & Kabiri-Samani, 2021; Kabiri-Samani, 2018), by
predicting the essential output variables.
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Appendix

Table A1. Computational cost of training time for all 12 machine learning–deep learning (ML-DL) algorithms.

LR RF SVM KNN DT

0:00:00.003218 0:00:00.119285 0:00:00.000996 0:00:00.000630 0:00:00.000409

LSTM CNN LSTM-GRU CNN-LSTM CNN-GRU LR-CGRU

0:00:46.185944 0:00:04.668465 0:00:46.714708 0:00:29.236926 0:00:29.725064 0:00:29.728282

Note: LR = linear regression; RF = random forest; SVM = support vector machine; KNN = k-nearest neighbor; DT = decision tree; LSTM = long short-term
memory; CNN = convolutional neural network; GRU = gated recurrent unit.
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